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Summary

This paper represents an empirical investigation of the “weak” and “strong” Porter
Hypothesis (PH) focusing on the manufacturing sectors of European countries between
1997 and 2009. By and large, the literature has analyzed the impact of environmental
regulation on innovation and on productivity generally in separate analyses and mostly
focusing on the USA. The few existing studies focusing on Europe investigate the effect of
environmental regulation either on green innovation or on performance indicators such as
exports. We instead look at overall innovation and productivity impact that are the most
relevant indicators for the “strong” PH. This approach allows us to account for potential
opportunity costs of induced innovations. As a proxy of environmental policy stringency we
use pollution abatement and control expenditures (PACE), which represent one of the few
indicators available at the sectoral level. We remedy upon its main drawback, that of
potential endogeneity of PACE, by adopting an instrumental variable estimation approach.
We find evidence of a positive impact of environmental regulation on the output of
innovation activity, as proxied by patents, thus providing support in favor of the “weak” PH
in line with most of the literature. On the other front, we find no evidence in favor or against
the “strong” PH, as productivity appears to be unaffected by the degree of pollution control
and abatement efforts.
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Environmental Regulation and Competitiveness: Empiical Evidence on the
Porter Hypothesis from European Manufacturing Secteos

1. Introduction

In this paper we investigate the impact of envirental regulation on the economic performance of
the European manufacturing sectors. The standardclassical view holds that (strict)
environmental regulation adversely affects produtgti and competitiveness by imposing
constraints on industry behavior. On the one hdinohs face direct costs such as end-of-pipe
equipment or the R&D investment necessary to mogifyduction activities. On the other hand,
firms’ budgets are limited due to financial constta. By committing resources to comply with
environmental regulation, firms also incur in irgdit (opportunity) costs because they cannot invest

in other profitable endeavors (Ambec, Cohen, Edgid,Lanoie, 2013).

Porter (1991) and Porter and Van der Linde (199&)lenged this view. They argued that Well-
crafted and well-enforced regulation would benleéith the environment and the firm. Their theory,
which is referred to as Porter Hypothesis (PH),s watially formulated in rather general terms.
Firms face market imperfections, such as imperéaad asymmetric information, organisational
inertia or control problems. Environmental regiatwould push firms to overcome some of these
market failures and to pursue otherwise neglecatedsiment opportunities. The key mechanism in
this respect is that regulation promotes innova@dmed at lowering the cost of compliance.
Regulation-induced innovation would increase reseuefficiency and product value, offset
compliance costs and enhance firms’ productivinvironmental regulation is thus advertised as a
“win-win” strategy, leading to better environmentglality and higher firms’ productivity, possibly

also with respect to firms in foreign countries sobject to similar regulation.

Since the early 1990s proving or disproving the RHich has important implications for policy
making and firms performance, has been the fodusnany empirical contributions (see

Rubashkina, 2013 for a review). Specifically, th¢ ltas been declined as three possible and distinct



research statements (Jaffe and Palmer, 1997), thestharrow” version of the PH postulates that
flexible environmental regulation, such as markagdad instruments, increases firms’ incentives to
innovate compared to prescriptive regulation, sashperformance-based or technology-based
standards. Second, the “weak” version of the PHutates the positive effect of well-crafted
environmental regulations on environmental innaai (even when environmental innovation
comes at an opportunity cost that exceeds its lisrief a firm). Finally, the “strong” PH statesath
innovation induced by well-crafted environmentagukation could more than offset additional

regulatory costs, and, consequently, increase Broompetitiveness and productivity.

Most of the empirical studies, however, focus oa U5, while the evidence for Europe is scant.
This is particularly troublesome because, given tbeent European policy developments, the
validity of the PH is of great relevance for EU oties. Since the end of 1980s the European
environmental policy became more stringkfibday, integration of environmental protectionoint

other EU policies is seen as a necessary step. Etdbers are committed to both the “Lisbon

Agenda”, which stresses increased competitiverexssmomic growth and job creation, and to the
“Gothenburg Agenda”, which focuses on sustainaldeetbpment. Moreover, in light of the

economic crisis, the concept of “green recoveryddihofer and Stern, 2009) gained the centre
stage. In this respect, the European Commissionearthat environmental policies and increased
competitiveness are not mutually exclusive, but caaeed strengthen one another (European

Commission, 2010).

Since the PH has not been unambiguously (dis)pravamy worry that environmental regulation

will place an excessive burden on European indasstthereby stifling growth and damaging their

1 An initial commitment to the strategic reoriefat of environmental policies in the EU gradualbok place since
1987, with the introduction of the 4th Environmédtion Programme (Hey, 2006). Since then, Euromee@singly
moved away from command-and-control regulation tolwahe implementation of new market-based instrimdn
particular, an unprecedented regulatory boom tdakepstarting in 1996. Among the first and moseveht policy
interventions are the Integrated Pollution Prewantind Control Directive (96/61/EC, 1996), the AemttiAir Quality
Directive (96/62/EC, 1996), the Water Frameworkebtive (2000/60/EC, 2000) and the National Emissiailings
Directive (2001/81/EC, 2001). They were followedthg introduction of the EU Emission Trading SchegiDeective
2003/87/EC) and by the directives of the 2020 Clerend Energy Package on £€mission reduction (2009/29/EC,
2009) and renewable energy (2009/28/EC, 2009).



competitiveness in an increasingly global marketcel Testing the link between environmental
regulation and competitiveness indicators is tloeefparticularly relevant for Europe, where
country-specific dynamics is likely to play a bigle. While environmental policy initiatives are
generally drafted at the European level, their enpgntation still lies with the national governments
leading to big countries disparities with respextthe stringency and implementation of such

policies.

This paper investigates the PH using cross-colgecyor-level data for European countries in order
to assess empirically whether environmental reguiagénhances or stifles sectoral innovation and

productivity.

We contribute to the literature in several waysst-iwe provide a combined assessment of the
impact of environmental regulation on both innowatand competitiveness in the context of the PH
for European industries. We thus look at both twedk” and at the “strong” versions of the PH.
Previous contributions have focused separatelgeh the impact of regulation on environmental
innovation or on competitiveness. When lookinghat ‘‘weak” PH the focus of previous studies was
on the environmental regulation impact on enerdiciehcy and renewable energy innovation;
when addressing the “strong” PH the proxy for cottipeness was typically represented by exports
and generally focused on the US. The contributamghe “weak” PH conclude that environmental
innovation positively responds to environmentaliggolHowever, they don't explore the impact of
environmental policy on overall innovation, thereggoring issues linked with opportunity costs of
environmental innovation. We thus address twooirtgmt unexplored questions regarding the EU
manufacturing sectors: (a) we assess whethera@magntal policies result in higher environmental
innovation but at the cost of reducing overall imaiion and (b) we focus on the impact of

environmental policy on the value added in manuif@cy.

Second, we bring together all the recent availdbta for the EU countries and investigate the PH at

the sectoral level. With respect to a country-leuglysis we can better capture the effects obsect



specific environmental policies, on the one hamdl #the dynamics of competition that takes place
within a sector, on the other hand. The only otwertribution addressing a similar research question
is Franco and Marin (2013). We improve on theireegsh by going a great lengths towards

accounting for the endogeneity of the policy prewyadopt in our empirical framework.

Third, we use pollution abatement and control edgenes PACE henceforth) at the sectoral level
as an environmental policy indicatBtACE measure the consequence of government environmenta
policies and regulations and include the flow ofestment and current expenditures directly aimed
at pollution abatement and control. Although thisran intense discussion on the pros and cons of
alternative measures of policy stringency, few alaracterized by the property of sectoral
variability, certainly a plus in the investigatiof the PH. Unlike other commonly used proxies of
environmental policy (Nesta, Vona, and Nicolli, 2D1PACE data provide information on the
response of each sector to the pressure of enveotainpolicy. It is thus arguably a good candidate
to measure the different impact of environmentalicgoon manufacturing sectors. Moreover,
PACEdata were used in the seminal paper by Jaffe aide? (1997) in their investigation for US
sectors: we implement their approach when assedsimgpean industries’ innovation activity.
Finally, we recognize the potential endogeneityPACE and implement an instrumental variable
approach. Only a handful of papers have tackled tmportant issue: not accounting for the
endogeneity of environmental policy proxies maydlda biased estimates of the effects of

environmental regulation on economic performance.

The paper proceeds as follows. Section 2 brieflprearizes the literature on the PH. Section 3
describes the competitiveness indicators and thercermental regulation proxy used in our
empirical application. Section 4 presents desa@psitatistics while the empirical results on thmk li
between environmental policy and innovation and petitiveness are presented in Sections 5 and 6,

respectively. Section 7 concludes and discusséseiuresearch avenues.



2. Related Literature

The empirical literature investigating the link Wween environmental regulation and
competitiveness in the context of the PH is vast,rhostly focused on the US. The first paper to
look at the relationship between environmental la&gn and patent activity is Lanjouw and Mody
(1996) which looked at the data also for Japan@@anany. No econometric analysis was, however,
conducted. Formally testing of the innovation intpa@s first carried out by Jaffe and Palmer
(1997), who studied how environmental regulatiamngency, proxied byPACE affects overall
innovation in US manufacturing sectors, proxied dither sector-level R&D expenditures or
USPTO patents applications. Their results for teegal 1973-1991 point to a significant positive
link between regulation and R&D expenditures, wherpatents are not affected by more stringent

regulation.

Several subsequent studies addressed similar gagstnostly focusing on the “weak” PH. Using
plant-level or sector-level US data they invesegathe link betweedPACE and environmental
patents (see, for example, Brunnermeier and Ca@98), generally concluding in favor of Porter’s

idea that environmental regulation spurs envirortalennovation.

Conversely, the results of early studies on thefg}” PH in the US, such as Gray and Shadbegian
(1993, 2003), concluded that environmental regohatiaused a productivity slowdown. The authors
attributed this to a displacement of “productiveVestment by environmental regulation. However,
these studies investigated the impact of early cangdyand-control policies in the US and not of

market-based environmental policy, as implied k&R in its original form.

The sector-level analytical framework has been alpplied to a handful of other countries.
Hamamoto (2006) investigated both innovation anddpctivity responses to environmental
regulation, proxied by ACE in Japan. A similar framework and environmentgulation proxy

was used by Yang, Tseng and Chen (2012) for Taiwhareas Lanoie, Patry and Lajeunesse (2008)



focus on productivity effects of environmental rigion in Canada. These contributions support the
previous conclusions on the positive effect of emwvnental regulation, captured BBACE on

innovation and provide some evidence of a positiyeact of productivity.

Only a few studies test the effect of stringentiemmental regulation on competitiveness in Europe.
De Vries and Withagen (2005) focus on,3€duction-related innovation and test the “weakld’ &

the country-level on a sample of twelve Europeamitaes plus US and Canada. They use a number
of environmental regulation proxies, such as dummiglicating the adoption of international
environmental protocols, an index of Environmeransitivity Performance and $@mission
levels. Carrién-Flores and Innes (2010) examine lthie between environmental patents and
emissions, which proxies for environmental poli¢csingency, using data for 127 manufacturing
industries over a 16-year period (1989-2004). Jumes Hascic and Popp (2010) focused on the
“weak” PH in the renewable energy sector in tweintg- OECD countries and investigated the
relation between environmental regulation and fatasing various environmental policy adoption
dummies. Kneller and Manderson (2012) focus on Uldnafiacturing industries and relate
innovation, proxied by either R&D or capital invesnt, to expenditures on end-of-pipe pollution

control and the operation of pollution control gmuent.

Constantini and Crespi (2008) investigated theofsff PH in the energy sector of seventeen
European countries plus Japan, Canada and US. fohay on export effects and employ several
environmental policy indicators such BRACE the share of environmental tax in total governimen
revenue, CQ emissions intensities and a ratification dummytioé Kyoto Protocol. Finally,
Costantini and Mazzanti (2012) extend the invesitgaof the environmental regulation-export
nexus to a broad range of manufacturing sectotedrEU-15 using?PACE and environmental tax
share as policy variables. Finally, a very recemtgbution by Albrizio and Zipperer (2014)
considers seventeen OECD countries and consisténtly a significant and positive effect of a

pollution intensity index on total factor productyat both sector and firm level.



There are aspects to note concerning the EU-basdigs just mentioned. First, in many cases they
are country-level analyses. As a result, they caaocount for heterogeneity in sectoral responses t
regulation. Sometimes, as in Costantini and Mazzgl2), the study does have a sectoral
dimension, but the environmental regulation vagabémployed is country-specific and does not
exhibit any sectoral variation. Second, most swdest the “weak” PH in Europe focus on how
environmental innovation (such as renewable energyenergy saving patents) responds to
regulation. They therefore do not test the effefctstingent environmental regulation on total
manufacturing innovationand performance. Looking only at environmental innawat is
insufficient, because the opportunity costs of emunental innovation are not accounted for. In,fact
environmental regulation could cause an increasmafonmental innovation, while (more valuable)
innovation in other fields is not pursued due toddet constraints. Therefore, looking at
environmental innovation only is a partial way ésttthe PH. Third, European studies that focus on
the “strong” PH mostly focus on export effects ahal not test how productivity responds to

stringent environmental policy. And this is allebethhe most controversial statement of the PH.

Finally, it has been noted that only very few paparthis area recognize the potential endogeneity
of PACE unlike many others including Jaffe and Palmer9{)9 Exceptions are De Vries and
Withagen (2005), Carrion-Flores and Innes (201@)d &neller and Manderson (2012). Not
accounting for the endogeneity of environmentalgygbroxies through an appropriate instrumental
variable approach may bias estimates of environahenégulation effects on economic
performancé. This drawback is also shared by Franco and M&1§), a very recent contribution
that looks at both the impact on innovation andltédctor productivity using energy tax intensity

(energy tax revenues per unit of value added)msxy of environmental policy stringendy.

2 Also in the related, large literature on the piidin heaven hypothesis that investigates the impgenvironmental
regulation on the relocation of manufacturing emtises few papers account for endogeneity of enwiental policy
variables (Xing and Kolstad, 2002; Ederington arnidi&t, 2003; Levinson and Taylor, 2008).

3 Their sample covers 13 manufacturing sectors Bfirbpean countries over the period 2001-2007.data are based
on 7PACEsectors of 17 European countries for the ye@852009.



In this paper we test for the validity of the PHhath its weak and strong versions using data on
individual manufacturing sectors of European caastrWe use data with a wide sectoral and
country coverage and, in keeping with most of thevipus literature, we use sector-level data on
PACE a feature not shared by many alternative poltapgency availables. The endogeneity of

this policy indicator is accounted for and apprafely dealt with. These data have not been

previously exploited for European country-sectors.
3. Competitiveness and Environmental Policy Indicairs

The general framework guiding the empirical invgation of the PH in the literature can be

represented as follows:

whereC is a competitiveness indicat@&R is an environmental regulation stringency variaidZ
are other control variables. Equation (1) is theidaf our empirical investigation. To operationali
it we have to specify the variables with which wapture the notions of competitiveness and of

environmental policy stringency, together with tdoatrols to introduce.

Competitivenesg is represented by technological innovatidnn the weak version of the PH and
by factor productivityFP in the strong version. We describe the proxiesise for these indicators

in the following subsections.
3.1 Innovation Proxies

To test for the impact of environmental regulatiantechnological innovation, in keeping with Jaffe
and Palmer (1997) we proxy activity using both R&D expenditures and patetistics. Both

these proxies have been widely used in the litezgi@riliches, 1990). Industrial R&D expenditures
represent an input of the innovation productioncfiom and measure the effort of private firms in

pursuing innovation. Industrial R&D expendituregpressed in millions of Euro at 2005 prices are



taken from the OECD ANBERD database (OECD, 202 complement this source with data
from EUROSTAT (EUROSTAT, 2012a) for some missingumies like Bulgaria, Sweden,

Slovakia and the UK. The data are available fortien countries over the period 1998-2609.

Conversely, patent statistics approximate the dutpthe knowledge production function (see, for
example: Joutz and Gardner, 1996; Johnstone, HaswmicPopp, 2010). To a certain extent, patent
applications proxy for the productivity of R&D date sectoral level. Patent indicators suffer the
major drawback of greatly differing in quality amdthe magnitude of inventive output (Griliches,
1990). For this reason, we use data on patent&capphs by inventors to the EPO. EPO application
data are superior to data from national patentedfi since the difference in costs between a ration
application and an EPO application provides a guahreshold which eliminates low value

inventions (OECD, 2009).

Patents statistics are from the EUROSTAT Patetistts database (EUROSTAT, 2012t)atent
applications are assigned to a country accordingeanventor place of residence, using fractional
counting if there are multiple inventors. In vieWwtbe econometric analysis this implies that paent
do not have to be treated as a count variablegdtat are real-valued continuous observations. Data

on sectoral patent applications are available lfdgld countries for the period 1977-2009.
3.2 Productivity Proxies

To test the impact of environmental regulationFéhwe mainly follow Gray and Shadbegian (1993,

2003) and wuse Total Factor ProductivityTFP) to proxy for sectoral economic

4 The R&D data from EUROSTAT are originally repatt® current Euros, so we deflate them with the22@DP

deflator.

5 A concern related to cross-country comparabditthe R&D data from the OECD ANBERD database nigshoted.
R&D expenditures are classified by industry acaogdio two different types of criteria: by main &ty or by product
field. For some countries R&D expenditures are uated by main activity, allocating all R&D expetdies according
to the principal activity of a firm (though largenfis could have important R&D activities in secondactivities). On

the contrary, for other countries, R&D data arecglated by product field, disaggregating the R&pexditures of
diversified firms into different activities. Notwistanding these differences, we use R&D proxy twige comparable
results with previous literature.

6 EUROSTAT patent data are based on the EPO WatlBiatistical Patent Database (PATSTAT). The datdude

applications to national patent offices of the MemBtates and Patent Cooperation Treaty (PCT)gijgihs made to
the EPO that are still in the international phase.
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performance/competitiveness (see also Albrizio Zipgperer, 2014)TFP shows the time profile of
how productively combined inputs are used to gdeegaoss output. Although conceptuallf¥P
captures technical change, in practice it reflegltso efficiency change, economies of scale,

variations in capacity utilisation and measurengzrars (OECD, 2001).

Following Inklaar and Timmer (2008), to compute @uoductivity measure we use data from the
EU KLEMS database (EU KLEMS, 2009) and the WIOD iSdéconomic Accounts database
(WIOD, 2012).” The EU KLEMS database provides Gross Out@@®)( Value Added YA), inputs
indicators for capital, labor and intermediate igpto construcTFP levels and growth rates. The
EU KLEMS database has the advantage of providipgalaand labor inputs both in absolute and in
constant-quality index terms. The latter are oladiby weighting the components of each input by
their marginal product and allow to account for thee differences in the productivity of various
types of labour and assets over time. Using thegset indices a quality-adjustdd-P estimate that
proxies for the disembodied technological progrems be computed. However, the EU KLEMS
allows to construct the quality-adjust&&P only in growth terms (due to the specific featuoés
adjusted input indices). Moreover, due to bad cayerof capital stock data we were able to
construct the productivity indicators in absolutents only for eleven EU countries such as Czech
Republic, Finland, Hungary, Lithuania, Netherlan@sland, Portugal, Slovenia, Spain, Sweden and
the United Kingdom over the period 1997-2007. Thedpctivity indicators in constant quality
terms are available only for eight countries asrdevant data for Lithuania, Poland and Portugal

are missing.

Following the previous literature on the “strongd FGray and Shadbegian, 1993, 2003; Hamamoto,
2006; Lanoie, Patry and Lajeunesse, 2008), we attiproductivity equations both in levels and in

growth rates, as there is no a priori guide toube of levels or growth rates. We employ a “raw”

7 We provide details on the constructionTéfP in Appendix C. Here, we only point to some magsuies related with
the computation off FP which affect our empirical choices. We performéd analysis on the strong PH also using
labor productivity as a widely used measure of pobiity, in addition toTFP. We do not report results due space
limitations and because we feel ti&P is a more appropriate measure of performanceaat in the present context.

11



TFP indicator that is not adjusted for the inputs’ kifyacomposition, which is available both in
levels and growth rates for eleven countries of shenple, and a quality-adjustdd P growth

indicator, available only in growth rate terms dodeight countries of the sample.
3.3 Environmental Policy Indicator

To proxy for environmental regulation we use Padlntabatement and control expenditufr@ACE)

as a policy indicator. There has recently beerrgesof interest in measures of environmental policy
stringency. A few alternatives have been propo8gdnel and Levinson, 2013; Botta and Kozluk,
2014; Nesta, Vona, and Nicolli, 2014): none of thendeal, as each indicator has got pros and cons
both from a conceptual and a practical perspectBminel and Levinson, 2013). THeACE
indicator has not been previously used in the cdrdesector-level studies of the PH in Europe and
is particularly well suited because, unlike othedicators (Nesta, Vona, and Nicolli, 2014), it

provides information on sector-specific responsesntvironmental policy.

PACE are purposeful activities aimed directly at theevantion, reduction and elimination of
pollution or nuisances arising as a residual oflpobion processes or the consumption of goods and
services (OECD, 1996PACE arise as the consequence of government enviromingolicies and
regulations and include the flow of investment andrent expenditure directly aimed at pollution
abatement and contrdPACE data for the EU manufacturing sectors are availdbt the period

1997-2009.

8 PACE distinguishes between nine different environmemtainains: 1) protection of ambient air and climea2g,
wastewater management, 3) waste management, €cpoot and remediation of soil, groundwater andaser water, 5)
noise and vibration abatement, 6) protection otliviersity and landscapes, 7) protection againgatiad, 8) research
and development and 9) other environmental pratectctivities.PACE exclude expenditures on natural resource
management and several activities, such as thegtim of endangered species (fauna and flora)esteblishment of
natural parks and green belts and activities aiategkploitation of natural resources (e.g., thaldng water supply).
Other exclusions are expenditures intended eittrewbrkplace protection or for the improvement odguction process
for commercial or technical reasons, even when ti@e environmental benefits. Investment and curgpenditure
that have positive environmental effects withouinedirectly motivated by environmental concernsr Example,
investments in energy-saving equipment, that ardendue to increases in energy prices are excludestatistical
practice, the identification of such expenditurdifficult, particularly in the business sector, evh firms may be unable
to distinguish between the different investmentiwest It is difficult to identify when pollution @tement is the actual
motivation behind less wasteful use of raw materi@herefore, the measurement of air and wateujai abatement
expenditures may differ from this baseline.

12



To collect the data on these regulation variablesely on two sources. When possible we use data
on “environmental protection expenditures” from BEDRTAT (EUROSTAT, 2012c).We then fill
missing observations with comparable data fromoweriNational Statistics Offices (of Cyprus,

Estonia, Lithuania, Slovenia, Spain, Sweden andddriKingdom).

PACE:is reported in million Euros. We use the sectaesc Producer Price Index (PPI) to convert
PACEnominal values into constant prices figuté$here are number of countries that do not report
PACEdata by sectors, namely Denmark, Ireland, Luxenmdpddalta and Italy. Moreover, data for
Austria, Belgium, France, Germany, Greece, and ihatontain very few observations. We
therefore exclude these countries from the analy$iss, thd®PACEdata we are going to use in our
analysis refer to seventeen European countrieshdtld be noted that also for these countries the

data have a number of time series gaps.
4. Descriptive Statistics

The period of analysis and the country sample hawen selected on the basis of the data
availability of our environmental regulation indioa Our sample is an unbalanced sector-level
panel dataset covering 17 European countries —aBalgCyprus, Czech Republic, Estonia, Finland,
Hungary, Lithuania, Netherlands, Norway, Polanditi®fal, Romania, Slovakia, Slovenia, Spain,

Sweden and the United Kingdom — for the years 12819."

The level of aggregation by industrial sectorsesacross the five different data sources we wsed t
collect our variables (EUROSTAT, EU KLEMS, WIOD, GE STAN and OECD ANBERD). We

therefore base our analysis on the sectoral cieatdn of thePACE variable, which includes nine

9 When observations for one of the variables assimg for at most one or two sectors within a coupéar we restore
the missing values by taking the difference betwe¢al manufacturing and some of the availablea@sctonly eight
PACEmissing values were recovered using this procgdure

10 For sectors 2, 6, 8 and 9 we obtain the PPl a&lae Added weighted average of the PPI indiceghef
corresponding 4-digit level sectors. We also imdafed particular PPI missing values by applying @DP deflator
growth rate of the last available corresponding ®ihlie. For countries that do not report PPI sieiCgprus, Estonia,
Portugal and Slovakia we instead adjust nomi#CEvalues using the GDP deflator from EUROSTAT.

11 We exclude the other EU countries as they dgrmtide the required data on environmental regrat
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macro sectors. The classification and the referéadbe two-digit European NACE revision 1.1

sectoral classification are shown in TabR 1.
[Insert Table 1 about here]

Table 2 provides summary statistics of the mairiabdes in the overall sample, while Table 3
provides statistics by countri?. Looking at the competitiveness indicators we netgking
differences between new and old Member Statesatncplar, Austria, Belgium, Denmark, Finland,
Netherlands, Norway, Sweden and the UK have paedtR&D intensities which exceed several
time those of other countries. The levell¢iP is highest in Finland, Slovenia, Sweden and the UK
TFP growth is highest in the Czech Republic, Finldothuania and the UK, whereas it is negative
in Poland and Portugal. Concerning environmentgkasglitures, an average shareP&CE in the
final sample makes 3.6 percent in Value Added aBdp@rcent in Gross Output. Finland, Portugal,
Norway, Spain and the UK are behind the other amtin terms of share of environmental
expenditures iIVA (that ranges between 2-3 percent). We can alseraddarger environmental
expenditures in new Member States than in old MerShetes over the sample period, as the former
needed to catch up with European legislative requénts in a relatively short period of time (in
new Member StateBACE/VAranges between 4-6 percent). Among the old MerSketes Sweden
and the Netherlands have the highest expenditamresdmpliance with environmental regulation

(PACE/VAranges between 4-5 percent).
[Insert Table 2 about here]
[Insert Table 3 about here]

Table 4 provides descriptive statistics by sec8wme sector, such as sector 5 (“Coke, refined

petroleum products and nuclear fuel”), sector 6hg@icals; rubber and plastic products”) and

12 Definition, data sources and period of availgbibf all the main variables used in the presemnestigation are
reported in Table A.1 of Appendix A.

13 We detected 24 outliers with unreasonably HRCE/VAratio (several observations for Cyprus, Estonid an
Slovenia) and patent#A ratio (several observations for Slovenia). Thdsseovations were excluded from the sample.
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sector 9 (“Machinery and equipment”), have patet R&D intensities which are twice the average.
Their patent intensity ranges between 19-36 patesrtdillion of Euro against an average value of
13 patents per billion of Euro and 4.9-8.2 perde&D intensity versus an average value of 2.9
percent. The highe3tFP in terms of level is observed in sectors 6 (“Cheais; rubber and plastic
products”), 7 (“Other non-metallic mineral produgtand 8 (“Basic metals”). With respect RACE

we observe sizeable differences between the sebtdf€oke, refined petroleum products and
nuclear fuel”), 6 (“Chemicals; rubber and plastiogucts”) and 8 (“Basic metals”) that spend more
on pollution abatement and control activities thanaverage European sector: their sharésAGE

in VA are 9.5 percent, 4.0 percent and 6,1 percentecasply, against an average share of 3.6
percent. We also notice that these three sect@sclaaracterized by high energy intensity, as
reported in the last column of Tablé“4Therefore, energy intensive sectors appear todspeme on

environmental expenditure regardless of environalgegulation stringency.
[Insert Table 4 about here]
5. Environmental Regulation and Innovation Activity: The “Weak” Porter Hypothesis

We begin our empirical analysis by studying thattehship between environmental regulation and
innovative activity, while the impact of environntehregulation on productivity is analyzed in

section 6.
5.1 Empirical Strategy

Our starting point is an equation similar to the aniginally used in the paper of Jaffe and Palmer
(1997) adapted to multi-country analysis. The log-$pecification relating innovation to

environmental policy proxies reads as follows:

(2) InTly, = BINER,_, +yINZi, +a; + i + 1OLD+&

ijt

14 Energy intensity is defined as emission-relevamgrgy use (in TOE, tons of oil equivalent) o¥& Emission-
relevant energy use by sector is the gross enesgyexcluding non-energy use (e.g. asphalt for malding) and the
input for transformation (e.g. crude oil transfodriato refined products) of energy commodities,adted from the
WIOD Environmental Accounts database (WIOD, 2012).
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whereTl;; is either total R&D expenditureR&D) or total patent application®AT) in countryi,
sectorj, and timet. Environmental regulatiorER) is represented bJACE expenditure$® Equation

(2) controls for both unobserved and observed sectontry specific heterogeneity. The main
difference between the regressions with B&D and thePAT indicators lie in the lag structure
considered foER and public support to privalR&D, as discussed below. Due to data availability

theR&D and patent equations are estimated for the p&888-2009 and 1997-2009, respectively.

To deal with factors that could affect a sectorowation performance we include a vector of sector-
and country-level covariateZ'(). Sector-level covariates include value added)( the stock of
knowledge stockKR&D or KPAT), import penetrationl{/P), export intensity EXP), enterprises
birth rate BR) and death rateDR). Country-level covariates include public supgorprivateR&D

(R&DCY).

As larger industries are likely to have greaterollie levels ofPACE and are also more likely to
have the resources necessary to meet the fixed, @sd bear the risks involved with undertaking
investments in innovation, we IincludéA as a scaling variable. Among the determinants of
innovation, a prominent role is played by technglpgsh factors (Schumpeter, 1943; Schmookler,
1966; Horbach, Rammer, and Rennings, 2012). Thesgdd a knowledge stock variabkR&D or
KPAT) capturing previous innovation experience, whiels a positive influence on the innovation
capacity of a given country because innovators‘stamd on the shoulders of the giants” (Caballero
and Jaffe, 1993). Firms/industries which exhibiteager past investment in technological
development are also more likely to engage in iatige practices in the future (Baumol, 2002).
The stock of knowledge is calculated using the gt inventory method (Verdolini and Galeotti,

2011) (see Appendix B). We include import penetraiiMP) as a proxy of external competition.

15 Alternatively we can regress the raR&D/VA or PAT/VAon the raticPACE/VA However, a measurement error in
value added could cause equation (2) to exhibitisps correlation. Nevertheless, we estimated thggon in ratio
form as a robustness check. The results for PACEe wery similar to those reported here and arerepbrted to
conserve on space.
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Many studies following Schumpeter (Schumpeter, 1 @fttulate a positive influence of market
concentration on innovation. Schumpeter argued tinatket concentration reduces market
uncertainty and motivates firms to invest in R&Dth€r authors argue the opposite, claiming that
concentration leads to inertia and hinders innowvatiue to lacking competitive pressure (Levin,
Cohen, and Mowery,1985). Therefore, the sign aasetiwith the effect of external competition on
innovation is a priori ambiguous. Import penetmatie calculated as the ratio of imports over the
sum of domestic and import production. The datastmtor level import intensities are taken from
the WIOD input/output database (WIOD, 2012). We axport intensity EXP) which controls for a
sector’s participation in foreign trade. If foreigmarkets are more responsive to variety changes, an
increase in export intensity could lead to more R&fending (Brunnermeier and Cohen, 2003).
Moreover, strong competition abroad can encouragewvation, especially if a regulated firm is
competing with firms in countries with less stringenvironmental regulations and lower wages
(Kneller and Manderson, 2012). Export intensitgadculated as the ratio of exports over domestic
production, based on data drawn from the WIOD (201Z0 control for the effect of sectors’
structural change due to creations, deaths oraBtts of enterprises on innovation intensity we
incorporate enterprises birtlBR) and death R) rates in the equation. This structural changes
might also affect environmental costs intensitypémticular, if enterprises shut down or relocate d

to strict environmental policy, it is likely th&®ACE intensity decrease as the most burdened firms
leave the market. The birth rate is defined as remndl new enterprises over total enterprises,
whereas the death rate is a number of death eisesmver total enterpris€sThe data are obtained

from EUROSTAT Detailed enterprise statistics on afaaturing subsections (EUROSTAT, 2012a).

16 Due to the original classification of the WIORtdbase “Fabricated metal” is included in sectorafher than in
sector 9. We correct values associated with seétarsd 9 by applying the Value Added share of “leatted metal” in
aggregated metal sector from the EU KLEMS (Marc®RBelease, which reports these two sub-sectoesatey). As
we could not provide these corrections for coustriet reported by EU KLEMS such as Romania, Budgabiyprus,
Lithuania and Estonia export and import data fetas 8 and 9 of these two countries are missing.

17Enterprises created or closed solely as a resdtgfrestructuring, merger or break-up are nduied in this data.
Due to the original classification of the databd$gbricated metal” is included in sector 8 rathiean in sector 9
(EUROSTAT, 2012a).
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Finally, we account for the impact of public sugptw private R&D using the share &&D
appropriations in total government expenditurese Tdata come from the GBAORD OECD
database (OECD, 2012) which has the disadvantageiof reported only at the aggregate country

level with no sectoral detail.

The control variables summarised BY (with the exception oR&D®?Y) are lagged once to avoid

simultaneity problems with innovation activity, esue to which we return in section 5.3 below.

To test the dynamic effect of environmental regalabn innovation noted by several authors (Jaffe
and Palmer, 1997; Brunnermeier and Cohen, 2003natd#to, 2006) we incorporate a lag structure
for environmental regulation variables. It is rezeole to assume that firms immediately react to the
introduction of regulation and engage into R&D. Hwer, we can also assume that in some cases it
takes time to mobilize the resources necessanR&D investments. Therefore, in the equation
where R&D is used as a dependent variable, wéddesbntemporaneous, one and two years lagged
effects of environmental policy due to differens@asptions about the reaction time of firms to
environmental regulation. The choice of the numtiielags is based on previous findings which
show that the policy variable is most significanthMags between zero and two years (se, for
example, Brunnermeier and Cohen, 2003; Hamamotog;2lohnstone, Hascic, and Popp, 2010).
Given the different nature of R&D and patent data,assume a different lag structure in the patents
equation. Specifically, we assume that the whotewation process from R&D investment to a
patent application takes time and that environmeguakcy-induced innovations could be translated
into patents with at least one (or more) year lagga. Thus, we include from one to three-year

lagged regulation variables in the patent equation.

Equation (2) includes country-sector specific éfeg which absorb the impact of sector-specific
time-invariant characteristics of innovation aliland are also likely to be correlated WRIACE
We also assume that shocks in innovations coulgt katween new and old member states and

therefore we allow for time effectg and their interaction with an “Old Member courgtidummy
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variable, denoted by OLD. A related issue is whetbdreat country-sector effects as fixed (FE) or
random (RE). The RE model is consistent only ifrdogrsector specific effects are uncorrelated
with the covariates, which is unlikely to occur wihthere are omitted variables. The FE model,
instead, is required in the presence of such airosl, though it uses only the within variationtio

data, thereby leading to less efficient estimatiince in our context unobservable factors, that ar
constant over time but vary across countries antbse can affect innovation activity and are also
likely to be correlated with the other regressavs, estimate the innovations models using a FE

estimatort®
5.2 Estimation Results

Tables 5 and 6 report the estimation results okffext of environmental regulation, as proxied by
PACE on R&D efforts and patenting activity respectiveColumns (1)-(2) and columns (3)-(4)
differ as they consider either a contemporaneoesp(rone-year lagged) or one-year lagged (resp.
two-year lagged) impact ®#ACEon the innovation variable. As a starting poilmlumns (1) and (3)

of both tables report the results for the basedpecification similar to Jaffe and Palmer (199HeT
baseline specification is then augmented to corfoolthe knowledge stock, export and import

intensity, enterprises’ birth and death rates enremaining column¥.
[Insert Table 5 about here]
[Insert Table 6 about here]

The first and most relevant result emerging fronbl&s is that in no case is the impact of
environmental regulation on R&D efforts statistigasignificant across all the specifications.

On the contrary, according to Table 6 the effectP®CE on patent applications is always

18 We validated this choice with a Hausman testsgtmutcome, not reported in the tables for breeibyfirms that the
FE model is preferred to the RE model.

19 It should be kept in mind that due to data adity issues the estimation of tR&D equations are carried out on a
smaller country sample than that of the patent gopus In particular, we lose observations on threentries, namely
Lithuania, Estonia and Cyprus. Therefore, the tesfltwo innovation equations are not directly pamable. However,
results available from the authors upon requesivghat the findings are robust to the use of homeges samples.
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positive and significant. Depending on the speatian, a 10% increase IPACEis associated
with a 0,3-0,9% increase in number of patent appiie.”° Taking together the results B&D
andPAT, we conclude that environmental regulation dodsseem to have an effect on overall
R&D, but it increases the number of patents in thetshad in the medium-run. These findings
are in line with the literature pointing to a post and significant impact of environmental
regulation on innovation (Ambec, Cohen, Elgie, drahoie, 2013). However, they are in
contrast with those of Jaffe and Palmer (1997), fulb a positive effect of PACE on R&D but
not on patents. Our explanation to reconcile thiference is that in the EU more stringent
regulation does not seem to provide a stimulusrte imnportant input to the production of
knowledge, butit does favour a more efficient comabion of all the inputs involved which

results in a higher knowledge output, as proxiegpdtgnts.

The coefficients associated with other controlsdusethe regressions are generally in line with
expectations. For instance, the positive coeffisiaassociated with the knowledge stock variables
confirm the results from a rich literature pointity the “standing on the shoulder of the giants”
effect (Caballero and Jaffe, 1993). Participationinternational trade has a positive effect on
sectoral R&D, confirming positive learning-by-expog effects. External competition, measured by
import intensity, has a negative and significant pact both on R&D and patent, confirming the
Schumpetrian view of a negative influence of magkessure on innovation. Closure of enterprises,
measured by death rate, results in increased R&Ensity, while patent intensity is positively
affected by opening of new enterprises. In sev@ratifications the public support of private R&D,
as measured by the share of public R&D in goverrnrhadget, has positive effect on private R&D

and patent behaviour.

5.3 Endogeneity ofPACE

20 Several additional results are available from dlthors upon request. Many of them are not regdsecause of
space limitations. For instance, the results ofi@sb and 6 do not change if we considered lorages forPACE
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Even with all the controls included in the innoweatiequation, confounding trends in sector-level
innovation performance and unmeasured omitted fa¢kat could affedPACE are still reason for
concern. In fact, the endogeneity of fRACE could cause both downward and upward bias in the
estimation of its effects. The assumption that tedicommon determinants of the cost of regulation
(PACE) and innovation are time-invariant could be tomrsg), as these factors are likely to change
in time. If this assumption is relaxed, we cannopén to capture these factors simply including

country-sector fixed effects;.

Endogeneity oPACE could also arise in the innovation equation beeafgeverse causality from
innovation to environmental costs. In fact, notyomlould PACE affect innovation, but also
regulation-induced innovation that is designeddwdr costs of compliance with regulation will
affectPACE (Carrion-Flores and Innes, 2010; Kneller and Masale, 2012). This two-way relation

could hias downward the coefficient of PACE.

Finally, PACE estimates could be biased due to asmmement error problem. PACE is self-
reported by firms that could face difficulties grentifying the portion of the expenditures assadat

with regulatory compliance in their total expend#st It could therefore be reported with errors.
Moreover,PACEIis not adjusted to take into account transfersutnsidies. At the same time, some
Member Countries use subsidies and refund schemgotect producers from any negative effect

on competitiveness arising from increases in imosts (European Commission, 201b).

To overcome potential endogeneity issues we adapinatrumental variable (IV) estimation
approach. Although finding suitable instrumentsna easy,PACE is instrumented here with a

vector that includes all the covariates of the fas tables and the average sharBACEintensity

21 If we go back to equation (1) and assumeHiRis not observed, we can specify the following:
0} C=9(ER,2)
(ii) PACE=g(ER,W)
We can solve (i) foERas a function oPACE ER= g”*(PACE ,W) and substitute the result in (i) so that:
(III) C= h(PACE W ,Z)
which is the baseline equation we estimate. Tlaigfas the endogeneity #ACE
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for eight adjacent sectors of the same countryuehety the current sectoPACE/VA). This is
taken as is and also interacted with pre-sampletoisdc energy-intensity (year 1996),
(PACE/VAH-*EIF,re).22 In fact, there is a strong correlation betweenremmental policies applied to
different sectors within one country: a sectd?ACE intensity is therefore strongly correlated with
adjacent sectorsPACE intensity within a country. We complement this trasment with its
interaction with pre-sample sectoral energy-intgnsis regimes of environmental regulation of
energy-intensive sectors could differ from thosdesk intensive sectors within the same country:
thus environmental policies of energy intensivet@sccould stand out from policies of adjacent
sectorsEl is defined as emission-relevant energy use (ingsrof oil equivalent, TOE) over value
added?® The identification assumption for all the instrurteeis that conditional on sectoral Value
Added, innovation stock, government R&D supportpart and export intensities, enterprises
demographic indicators, country-sector fixed efemnd time effects, these instruments are strong
predictors of sectoral level PACE, but are not eated with unobserved factors impacting

innovation.

We estimate the effect of environmental costs owation performance using 2SLS and optimal
IV-GMM estimators in the just identified and theeovdentified equations, respectively. The first
stage attempts to isolate the portion of variattoRACE intensity that is attributable to exogenous
environmental expenditures. Predicl4CE from the instruments ignores structural concems a

two-way causality problems that make actual sett®RCE intensity endogenous. We could be
relatively confident that our results reflect cdusffects of environmental costs on sectoral

innovation performance. Firstly, using a panel dedanework we control for sector- and country-

22 We should note that usifACE/VA; we lose several observations for Estonia, Lithaa8lovenia, Slovakia and the
UK where thePACEdata across the sectors are not complete. Dueetnéture oEl,. that is time invariant, we could
not include it as an individual regressor in thietfstage FE regression.

23 Emission-relevant energy use by sector is tlissgenergy use excluding non-energy use (e.g. ladphaoad
building) and the input for transformation (e.guae oil transformed into refined products) of eyecgmmodities,
obtained from the WIOD Environmental Accounts datsh (WIOD, 2012). There are minor differences & ¢nergy
intensity classification comparing to the innovatiadicators and®PACE Due to the original classification of the WIOD
database “Fabricated metal” is included in thease8t rather than in the sector 9. Concerning #mple size, we lose
observations on Norway when usiBgas an instrument, due to the lack of sector-lda&h on energy use.
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specific unobserved characteristics. Moreover, s aontrol for a level of technological
advancements and structural changes within a st@biare commonly accused to geneRACE
endogeneity if not explicitly controlled for in &ctor-level regulation-innovation model. As well,
because we have two instruments for one endogeraigble, we are able to test the joint validity

of these instruments, and to show that they passvanidentification test.

Tables 7 and 8 report the results of the firstestaggression betweeRACE and the set of
instruments in theR&D and patent equations, respectively. In both eqnatithe instruments
positively correlate withPACE The coefficient ofPACE/VA; and its interaction with the pre-
sampleEl are shown to be strongly significant. The speatfan tests reported at the bottom of the
tables confirm relevance and validity of the instants. The Kleibergen-Paap test for weak
identification shows a F-statistics that exceedsdely used rule of thumb of 10 (Staiger and Stock,
1997) in columns (5)-(8) of Table 7 and in colun(hjs(4) of Table 8, although in the other cases it
is close to that value. On this basis the joinhigigance of excluded restrictions in the firstgga
regressions is not rejected. Moreover, F-statisties above the reported Stock and Yogo (2005)
weak ID test critical value (for 10-15% relative b¥as toleration) across different specificatiofs o
R&D and patent equations, eliminating the concdrat tthe excluded instruments are weakly
correlated with the endogenous regressors (Stoak 2002; Stock and Yogo 2005). Another weak-
instrument diagnostics that we report is Shea (t9%artial R betweenPACE and the excluded
instruments after controlling for the included mshents in the first-stage regression. The high
value in the patent equation indicates that theogedous regressor is not weakly identified. In the
R&D equation the value of partial’Rs rather low suggesting some need for cautiore Whak-
instrument robust Anderson-Rubin (1949) test dtesisalways reject the null hypothesis that the
coefficients of the one-year lagg€tACE in the structural equation are equal to zero, and,
addition, that the over-identifying restrictiongasalid. Finally, the C-test rejects the null hypegis

that the one-year lagg&ACE can actually be treated as exogenous in the R&Rtean (P value is
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lower than 0.05). However, exogeneity of one-yRALCEis not rejected in the patent equation. The
validity of the instruments are tested with Hansehtest. As the reported p-values are greater than
0.05 in all the models, we do not reject the jointl hypothesis that the instruments are valid, i.e

they are uncorrelated with the error term, and katecthat the over-identifying restriction is valid

[Insert Table 7 about here]

[Insert Table 8 about here]

Table 9 reports the second-stage estimation reetiltse R&D equation controlling for potential
endogeneity oPACE Columns (1)-(4) and (5)-(9) correspond to thecHpations with current and
one-year lagge®ACE respectively. In all cases the instrumer&CE s insignificant, in keeping
with the results of the FE estimation in Table Be Exception is the last two columns, whefCE

is lagged and all covariates are included, in whaake it is negative and statistically significant:
increasing regulation compliance expenditures b% 16ads to 4-5% decrease of ovel@&D.
Results available from the authors show that enwrental regulation proxied BJACE does not

affect R&D after one-year period.
[Insert Table 9 about here]

The results of the patent equation using one- adyears lagge®ACE variables are reported in
Table 10. The one-year lagg&RACE remains positive and strongly significant with thienilar
magnitude to the FE estimation. Other things eqaaladditional 10% of regulation compliance
expenditures increases the number of patent apiphsaby approximately 0.1% in the one-year
period. The same holds true for the two-years ldggéect of environmental regulation on patents.
Other things equal, an additional 10% of regulattampliance expenditure decrease number of

patent applications by 0.2%. The exception is givgithe negative statistically significant impatt o
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laggedPACEoof the last two columns. We omit for brevity treimation results oR&D and patent
equations withPACE variable included beyond the one-year lag andtieeyears lag period,
respectively, as they don't confirm the regulateffect. With the exception of publiR&D the

effects of the other control variables are robastitange from the FE to IV estimations in both.
[Insert Table 10 about here]

Taking together the results B&D and patent equations, we conclude that envirorashesgulation
lead to an increase in patent applications. Firnesnptly react to environmental regulation with
patents. We believe that these results could lvenlthy increased incentives of manufacturing firms
for patent protection of green innovations. Theuitidn is that under a stringent environmental
regulation patenting such projects is likely toeggav firm a first-mover competitive advantage. The
IV results of both innovation equations highlighé tupward bias of the laggE#CE coefficients in

the FE estimation.

Our results on th®&D effect appear not to be in line with those of iearfindings of Jaffe and
Palmer (1997) for the U.S. and Hamamoto (2006J&pan, where moreACE are found to bring
about significanR&D enhancement effects both in the short- and theumeterm. As to patents, a
number of previous findings show that environmentagulation positively impacts overall
environmental patents at the sector-level in th® (Brunnermeier and Cohen, 1998) and specific
environmental patents in OECD countries (Vries ®hthagen, 2005; Popp, 2006; Johnstone, Hasic
and Popp, 2008). Differently from these authors fiwe for our sample of European countries that
environmental regulation results in enhancement owérall patent activity (and not only

environmental patents).
6. Environmental Regulation and Productivity: The “Strong” Porter Hypothesis

We now turn to testing the relationship between irenwmental regulation and productivity

following the same steps as in the previous section
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6.1. Empirical Strategy

Having found a link between environmental regulatsiringency, as proxied B§ACE and the
output of innovation, we further examine the reaship between regulation stringency and
productivity. Environmental regulation affects puotlvity through a number of channels. On one
hand, the firm may need to use additional inputshsas labor, materials or capital to comply with
environmental requirements (the direct effect). €amuently, an increase in production costs could
result in a negative impact on productivity in gtert run. On the other hand, as confirmed in the
previous section, environmental regulation woul@etfthe stock of knowledge which in turn could
show up in productivity (the indirect effect). Tlater effect is likely to appear in the mediumgon

run24

In view of the multiple channels through which eonmental regulation may affect productivity,
the link between the former and the latter is tradally modelled through reduced-form equations,
where productivity is commonly measured by toatdaproductivity TFP) (Gray and Shadbegian,
1993, 2001; Lanoie, Patry, and Lajeunesse, 2008i2Ab and Zipperer, 2014). In a reduced-form
equation the coefficient associated with environtalenegulation captures the overall effect of
environmental regulation that operates throughdifferent channels mentioned above. In particular,
a positive coefficient of the environmental regigat variable would mean that an induced
innovation effect, if existing, outweighs the adulial input costs caused by environmental

requirements resulting in enhanced productivitystupporting the “strong” Porter Hypothesis.

Following the literature and assuming a Cobb-Dosiglaree-input production function, our first
reduced-form model is similar to (2) but relates lvel of productivity to environmental regulation

and to other control&®

24 See the survey on the strong HP by Kozluk apgetier (2013).
25 We also employed labor productivity as a proditgtindicator. The results are qualitatively slari to the one
reported in the text and available from the authupen request.
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) INFR, = BINER,_, +yInZ ", +a; + 1, + &,

whereFPj; is factor productivity in country, sectorj, and timet, environmental regulatiorER) is
given by PACE and Z™" is a vector of sector- and country-level covasat®ur first proxy of
productivity is TFP computed as described in Appendix A. The produgtivumpact of
environmental regulation is likely to be dynamidjigh requires dealing with the presumed timing
of that impact. Given thaR contributes to productivity growth, the questiesnhiow soon we can
expect the environmental regulation effect. As te tirect effect of environmental regulation
through additional input costs, it is likely to peompt. As to the induced R&D effect, previous
empirical work suggests thRi&D brings about productivity growth with a lag of otwethree years
(see, for example, Griffith, Redding, and Van Rexr#)04). Moreover, as argued in the previous
section, the potential impact of environmental tagon onR&D is likely to be lagged as well.

Thus, we includ&R in the reduced-form productivity equation (3) wiifferent lags, from one to

four years.

To control for factors that could affect sectorabguctivity we include in the vector of covariates
enterprises birth and death rates, import penetratexport intensity, and value added. The
productivity impact of environmental regulation onditional on plants survival. Stringent

regulation can results in the closure of some plahot accounting for survivorship the true
productivity effect could be understated. To cohtoo the effect of a sector’s structural change du

to enterprises creations, deaths or relocationsthen productivity of a sector we incorporate
enterprises birth and death rates indicators iretiation. We also include import intensity as the
role of import penetration is stressed in the cammtry productivity growth literature. The

literature suggests a variety of mechanisms by whigde may affect productivity growth: among
them spillovers of technology from the reverse eregring of imported goods, increased product
market competition, and larger market size (GhffiRedding, and Van Reenen, 2004), We

supplement the vector of controls with export istgnwhich controls for a sector's participation in
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foreign trade. As suggested by learning-by-expgrtigpothesis, strong competition abroad could
encourage productivity improvements (Grossman aelghHan, 1991). Finally, as larger industries

are likely to have greater absolute level®8ICE we include value added as a scaling factor.

The covariates, as before, are lagged one yeardid &vo-way causation with productivity. Other
than learning-by-exporting effect, the causality can from productivity to export through the self-
selection effect: higher productivity could causghler exporting of the firm. Productivity decrease
of the local producers could bring into the courttrg foreign producers, thus, increasing import
intensity. Moreover, the productivity enhancememtild cause boost of production scale, thus the

causality between productivity and VA could alsddodirectional.

An alternative version of (3) that we consider pesxP with total factor productivity growth
(TFPG), described in Appendix A, as there is no a prieason to prefer, in the present context,
TFP levels orTFP growth?® In the TFPG specification, in keeping with a large literatuse
supplement the vect@™ with a measure oFFPG at the frontier TFPG-frontie) and a measure of
the distance from the technological fronti@FP-gap that are found to be important determinants
of productivity growth (Nicoletti and Scarpetta,) Griffith, Redding, and Van Reenen, 2004).
The frontier country is defined as the country viltle highesTFP level in sectoj and at time.
The assumption is that, within each sector and, ykearlevel of efficiency, among the other factors,
depends on technological and organizational trasdi®m the technology leader country. This
variable aims at capturing the link betweBRPG in the "catching-up” country with the extent of
innovation and knowledge spillovers which are tgkplace in the technologically most advanced
country. In particular, we assume tA&PG in the frontier country leads to fastBFPG in follower

countries by widening the production possibility. 3&/e also include a technological gap that is

26 To confirm the robustness of our results, we ake the quality-adjuste=P growth indicator which, according to
theory, is a better indicator of disembodied tedbgical change than “rawTFP. The TFP growth indicator is
constructed using the quality-adjusted input insli@ess described in (A.3) of Appendix A. Howeveg tlisadvantage of
using quality-adjusted FPG indicator is that we lose some observations dutadk of data availability of quality
adjusted indices. The results, available from th@rs upon request, are qualitatively similarh® one using the ‘raw"
TFP growth indicator.
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defined as the distance betw€edfP level of sectof in countryi and the frontier country at tinte

We assume that this variable captures the extenthich TFPG in a specific country can be
explained by the adoption of more efficient exigtbechnologies. The assumption here is that the
larger the technology gap, the higher the potengains from adopting more efficient,

internationally available, technologies and consedly the faster the rate oFPG.

Finally, it is to be noted that, due to the avallgbof productivity data availability, estimatiois

carried out for eleven European countries, outhefgeventeen for which PACE data are available
(Czech Republic, Finland, Hungary, Lithuania, Ne#reds, Poland, Portugal, Slovenia, Spain,
Sweden and the United Kingdom), over the period7i®307. Therefore, the results are not directly

comparable with innovation model results that wesgmated for seventeen countriés.
6.2 Estimation Results

Results of the estimation of the reduced-form rhedeere we regres§FP against one- and two-

years lagge®ACEand the set of controls are presented in Table 11.
[Insert Table 11 about here]

As in the previous section, we use the model wiahntry-sector fixed effects and consider both
TFP level (columns 1-2) an@iFPG (columns 3-4) as dependent variables. Acrosspaltifications

we find no evidence of a statistically significaftect of environmental policy stringency on factor
productivity. Regardless of the controls udeACEvariable always remains insignificant. As to the
other controls, only those directly attributable ttee TFP convergence model turn out to be

significant.

We may also want to verify the impact of generigawvation on the level of FP in connection to

the empirical work carried out in the previous secunder the weak PH. As innovation proxies we

27 Results available from the author upon requlestvsthat the results of innovation model are roliostising the
sample of the productivity model.
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therefore use the fitted valuesR&D andPAT variables predicted from the innovation equatiohs

Tables 5 and 6. The results of the FE estimatichisfTFP level model are reported in Table %42.
[Insert Table 12 about here]

They do not favor the idea that innovation drivée tproductivity growth. The coefficients
associated with the fitted value of the one-yeggéal overalR&D are insignificant, whereas patent
variable is negative but only weakly significahtludging from this model, high&&D investments
over time do not bring any productivity gain to artain country-sector, whereas more patent

applications might decrease its productivity.
6.3 Endogeneity

The potential endogeneity of PACE could be a canedso in the productivity equations. Firstly, in
the FE specification the assumption that omittadroon determinants of cost of regulati®tACE)

and productivity at the country-sector level araeiinvariant could be too strong, as these factors
are likely to change over time. If this assumptismelaxed, we can not capture these factors with
the country-sector fixed effect§. Secondly, endogeneity of contemporand®ASE could arise in
productivity equations for the likely reverse cdiiga Firms’ political pressures to change
regulations are an important potential source wénmge causality. In particular, if firms respond to
negative productivity shocks by “lobbying” for rglag of environmental regulations, inverse
causality would entail a positive correlation betweproductivity and environmental regulation
indicators. Therefore, the impacts of environmentafjulations on productivity could be
overestimated. Finally, similar to the innovatioguation, productivity impact of environmental

regulation could be biased dueRACEmeasurement error.

28 Bootsrapped standard errors were applied togpippccount for the problem of generated regrassor
29 The results are robust to using different ldgR&D andPAT, to using the origindR&D andPAT values (rather than
predicted), and to using the stockdR#&D andPAT instead of the flows.
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To overcome the potential endogeneity issues wetado instrumental variable (IV) approach

similar to the one used in innovation equations. &ggmate the effect of environmental costs on
innovation performance using 2SLS and optimal IV Mstimators in the just identified and the
over identified equations, respectively, includieguntry-sector and time fixed effects. The
instruments are the same as before. The identditaissumption is that conditional on import
intensity, export intensity, enterprises demogreghdicators, fixed effects and time effects, the
instruments are strong predictors of sectoral |®RRLCE intensity, but are not correlated with

unobserved factors impacting productivity.

Table 13 reports the results of the first-stageadyression. We present the results of TR level
model in columns (1)-(4) and of tHd-PG model in columns (5)-(6) respectively. The coedints

of PACE/VA; and PACE/VA;*Elye are strongly significant across all the specifaad. The
specification tests reported at the bottom of thkles confirm relevance and validity of the
instruments. The Kleibergen-Paap test for weaktifiestion F-statistics considerably exceed the
widely used rule of thumb equals to 10 (Staiger &tdck, 1997), thus not rejecting the joint
significance of the excluded restrictions in thestfistage regression. Moreover, the F-statisties ar
higher than the reported Stock and Yogo (2005) wBdlest critical value (for 10% relative 1V bias
toleration) across different specifications, thlisimating the concern that the excluded instruraent
are weakly correlated with the endogenous regreg&iock, Wright, and Yogo, 2002; Stock and
Yogo, 2005). Another weak instrument diagnostict the use is Shea (1997)'s partidl lietween
PACE and the excluded instruments after controllingtfe included instruments in the first-stage
regression. Shea’s partiaf Bre relatively large, thus indicating that the @yehous regressor is not

weakly identified.
[Insert Table 13 about here]

The validity of the instruments are tested with Blamis J-test of over-identifying restrictions. Agt

reported p-values are greater than 0.05 in alhtbeels, we do not reject the joint null hypothesis
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that the instruments are valid, i.e. uncorrelateth whe error term, and conclude that the over-
identifying restriction is valid. The weak-instrunterobust Anderson-Rubin (1949) test statistics
does not reject the null hypothesis that the coetfits of the one- and two-years lagg&aCE in

the structural equation are equal to zero, an@gduttion, that the over-identifying restrictionsar

valid.

The results of the second-stage IV regressiorsgnted in Table 14, are not completely in line with
those of Table 12 where we did not account forgbeential endogeneity ®ACE The effect of
environmental regulation remains negligible andgni§icant in theTFPG regressiori° As to the
TFP level model, we find a negative, weakly sigrafit effect of one-year lagg&hACE, but not of
two-year lagged expenditures. We believe that tlmeselts should be taken with care, as the FE

model does not support as whole the “innovatiomok# of productivity growth.
[Insert Table 14 about here]

Taking together the productivity models results, way conclude thus that more stringent
environmental regulation does not harm productiatther in one-year or in two-years period.
Rather, the overall productivity effect is neuttdle found some evidence that not accounting for
PACE endogeneity the estimates of productivity effemtild be downward biased. On the whole,
potential positive effects on firms’ innovation iadly appear not to be able to offset the negative
effect of additional compliance costs. We thus faiffind support in favor of the “strong” Porter

Hypothesis.
7. Robustness

In this subsection we give account of several rolmss checks we have carried on the regression

models of both the weak and the strong PH. Forespeasons we present no tables of empirical

30 The results available from the authors uponesfjgshow that th®ACE beyond the one-year lag has no effect on
TFPGin the IV regression.
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results, which are nevertheless available fromatithors. We note here that the outcome of these

checks does not alter qualitatively the empiriegluits and the conclusions we reached.

A first concern in estimating the cross-countrytgetevel innovation and productivity models is
the choice of the fixed effect. Inclusion of coyrsiector specific effects; are to be preferred to
control for country-sector time-invariant deterrmtg of innovation and productivity levels and
growth rates that are also likely to be correlatéith the regressors. However, using country-sector
specific effects implies that the parameters aemtified only through the within dimension of the
data. As one could see from the analysis of vaeancTable A.2 of Appendix A, this could do in
the case oR&D andPAT, while TFP has very low within variation (close to zero) whimay entail
imprecisely estimates in the FE regression. Westenated all models with an alternative
specification that assumed two separate fixed &ffee. country effects; and sector effects;.
This specification mostly relies on the variatiamass countries and sectors that could be fruytfull
exploited with ourTFP data. Moreover, separate country and sector fedéects account for a
variety of omitted variables in the productivityuadion such as the level of education and skills of

labor force, own-sector regulatory environment, tredlike.

A second robustness check is related to lags afyatovity effect of environmental regulation. As
mentioned in Section 5, innovation could be traeslanto productivity improvements with long
lags. Moreover, the returns on environmental intiovaare likely to be further lagged, as they
regard mostly newly created markets which are samallfast growing. Short run returns from
eco-innovations could be negligible, while mediwng run returns could be very high. Thus, we
tested for two-year lag effect ®IACEin theR&D equation, for a three-year laggedCE effect in
the PAT equation, and for an impact of three and four yagged regulation variable in tAé-P

level equation. This was done both not accountmyaeccounting for the endogeneityRACE

We use sample of equal dimension for all the equoatipresented above; we estimated the

innovation equations using rations in value adaed®ACE andR&D/PAT; we experimented with
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labor productivity levels and growth rates; we expented with effective energy tax rates instead
of PACE Generally speaking, our conclusions were unatfibdty these extensions. We therefore

summarize them hereafter.
8. Concluding Remarks

This paper has provided fresh new econometric ecieleon the nexus between environmental
regulation and competitiveness, as captured byvemnn activity and productivity. The analysis
was based on a panel of industrial sectors acessnteen European countries over the period of
1997-2009. We have provided a combined assessrhéwotio innovation and productivity impacts
of environmental regulation, allowing to shed ferthight on the well-known Porter Hypothesis in
both its weak and its strong version. Only few papfer this comprehensive view, and even fewer
do so in the context of manufacturing sectors afoean countries. This is both interesting and
relevant, as environmental policy intervention ire tEuropean Union has become increasingly

intense and widespread since the late ‘80s.

Another important feature of the paper is thaixpleitly accounted for the potential edogeneity of
our proxy of environmental policfPACE in the investigation of the environmental regolat
economic performance nexus. Only a handful of mapeem to have worried about this problem,
which basically affects all proxies for policy sigency, not limited to environmental policy. Our
results show that not controlling for the endoggneif the PACE variable may lead to biased
estimates and in some cases may reverse the gtiipn of the environmental regulation effect on

economic performance and competitiveness.

Succintly reporting the results of our econometrigestigation, we fail to find a statistically
significant effect ofPACE on R&D efforts. Despite this fact, we find a positive astdtistically
significant patent effect of environmental reguati These findings are robust to proper account of

the endogeneity dPACE Comparing with the earlier sector-level studies; results on adverse
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R&D effect of environmental regulation obtained foe gample of the European countries contrast
with the results of Jaffe and Palmer (1997) for th&. and Hamamoto (2006) for Japan, where
more PACE was found to bring about significaR&D enhancement effects both in the short- and
the medium-term. One potential explanation for ¢hesontrasting evidence relates to the
endogeneity oPACE among other possible factors. As to previous tigtievel studies on Europe,
focusing on specific environmental patents, ratiamn overall patent behaviour, they generally
conclude that environmental patents positively oesis to environmental policy (de Vries and
Withagen, 2005; Johnstone, Hascic, and Popp, 20d@Wwever, they do not consider the
opportunity costs of environmental innovation. ®fere, our results are not directly comparable

with these studies.

Turning to productivity as a proper measure of cettipeness, our analysis fails to confirm a
statistically significant role of environmental fyl stringency onlFP, both in levels and growth
rates. Accounting foPACE endogeneity does not alter this conclusion. Thdesce that more
stringent environmental regulation does not affgrciductivity is in contrast with the findings of
early U.S. studies (Gray and Shadbegian, 1993, )2001depressing effects of environmental
regulation on industrial productivity or with thesults of the sector-level productivity investigat

for other countries (Hamamoto, 2006; Lanoie, Patiyd Lajeunesse, 2008; Yang, Tseng, Chen,
2012) which concluded that stringent environmeptdicy spur productivity growth. This is also the
finding of a recent invstigation conducted on tewtsrs for seventeed OECD countries (Albrizio
and Zipperer, 2014). Again, it is possible that oh¢he reason for this disagreement is B#CE

endogeneity.

These contrasting results provide a strong motwator further research into this time-honoured,
relevant issue. One limitation of this paper torceene refers to the coverage of European countries
for which PACE data were available. Large economies of the EU tidely apply various

regulatory instruments for pollution control andural resource management, such as Germany,

35



France and lItaly could not be included. Moreovee tb data availability our productivity analysis
was based on a few countries of interest (Czeclulitiep Finland, Hungary, Netherlands, Slovenia,
Spain, Sweden, United Kingdom, Lithuania, Polanoitijal) and a relatively short time period,
that does not allow to consider increasing numlbeecent environmental policies, that entered into

force after 2006 as consequence of EU-wide envisyrat strategy.

Related to the above problem is the issue of tlaeckefor suitable measures of environmental
regulation. The debate surrounding this issue lee iecently intensifying and so has research
(Brunel and Levinson, 2013; Botta and Kozluk, 20MNgésta, Vona, and Nicolli, 2014; Salini,
Verdolini, Rubashkina, and Galeotti, 2014). Thssue is not in principle limited to the
environmental area, but more generally it appleearty empirical analysis of the impact of policies

on economically relevant variables.

In a nutshell our conclusions are that there isl@we in favour of the weak version of the PH in
European manufacturing sectors. The overall pradticteffect of regulation becomes however

neutral when searching for a “strong” Porter Hyjesih effect.
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Appendix A: Definition of the Main Variables

Table Al: Variables Definition and Data Sources

Variable  Variable Description Source Data ..
Availability
Dependent Variables
Patent Total patent applications to EPOEUROSTAT 1977-
R&D Total R&D expenditures, OECD ANBERD, min.constant 1998-
TFP Total Factor Productivity EU KLEM 1970-
Explanatory Variables

PACE PACE EUROSTAT, min.constant euro 1997-
PACE/V Ratio of PACE to Value Added EUROSTAT, percent 1997-
PACE/G Ratio of PACE to Gross Output  EUROSTAT, percent 1997-
VA Value Added EUROSTAT, min.constant euro 1995-
GO Gross Output EU KLEM, min.constant euro 1977-
KPAT Patent stock EUROSTAT, 1993-
KR&D R&D stock OECD ANBERD, percent 1998-
GOVR&  Share of government R&D in EUROSTAT, percent 1980-
IMP Import intensity WIOD, percent 1970-
EXP Export intensity WIOD, percent 1970-
BR Birth rate EUROSTAT, percent 1970-
DR Death rate EUROSTAT, percent 1970-
El Energy intensity WIOD, percent 1970-

Table A.2: Variance Analysis of the Main Variables
Variable Mean Standard
Deviation
Ln PACE overal 3.308 1.66(
between 1.541
within 0.472
Ln R&D overal 2.835 2.15¢
between 2.134
within 0.421
Ln PAT overal 1.854 1.91¢
between 1.888
within 0.324
TEP overal 1.156 0.43i
between 0.434
within 0.067
TFP growth overal 0.013 0.04:
between 0.011
within 0.040
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Appendix B: Construction of Innovation Stock

The stock is calculated using the perpetual inwgmeethod (Verdolini and Galeotti, 2011) as follows
KTl, =TI, +@—)KTI,;

(B1)

whereTl = (R&D, PAT) andJ is the decay rate, set at a value of 0.1, as steydy Keller (2002). The

initial innovation stock is calculated as follows:
Tlij[
KTI ity = —_—
o+ (eF

(B2)
: I . g; . -

In equation (B2) we usk as the initial year of stock calculation & ' is the sector-country specific

average innovation growth of the three years piliageld. In the case of the R&D equation the knowledge

stock is based on private sectoral R&D dane 1998 (as data for earlier years are not avaialn the

patent equation the stock is computed using sdqiatant applications artg= 1993.

Appendix C: Construction of Productivity Indicators

Assuming a Cobb-Douglas three inputs productiorction, the level ofTFP is defined as the portion of
output not explained by the amount of factor inpuged in production :

(Cl) TFR, = |nGo|jt — In Ly _:Bijt In Ly — [1_(aijt +:Bijt )In K

where TFP denotes the level of total factor productivigO is gross outputlL is labor hours (of total
engaged workers),is intermediate inputs (including energy, senaoel material inputs), ard is net fixed
capital stock,. All the monetary variables are esped in constant prices and PPPs.

Concerning the inputs weights, there are two widelgd approaches to estimatandg. On the one hand,
we can assume that input markets are competitidetzat there are no sources of rents to the firg,(ave
assume constant returns to scale and perfect citimpetThis implies that the coefficientsandf are the
shares of the revenue received by each of therfaddm the other hand, one can assume that théooerts
are (roughly) constant across entities and estirtteen with regression techniques. We follow thetfir
approach and computeandp as the labour input and intermediate input shardstal costs, respectively.
The assumption of constant return to scale imphassum of input shares is equal to 1.

To compute the labour input share we adjust lalooonpensation by the ratio of total employment talto
employees in order to account for the compensatibiself-employed. These are not registered in the
National Accounts and, therefore, are not incluthetthe labor compensation indicator. To obtain ¢hpital
input share we calculate the nominal capital valsi¢he residual of gross output minus labour coisgigm

in nominal values. If the residual and therefore #hare in total output are negative, we use alsimp
heuristic rule suggested in O*Mahony and TimmerO@0and constrain capital compensation to be non-
negative, setting it to zero.

To calculate quantities of input and output, norivedues are deflated by industry-specific relatprices
(PPPs). PPPs are output-specific and various tgbesputs-specific and are available for all the EU
countries at a detailed EU KLEMS industry levelnirethe GGDC Productivity Level database (Inklaar and
Timmer (2008)).The limitation of these price indices that they are available only for the year 1997
Therefore, to extrapolate PPPs for the period 1885 we backdate and update PPPs of 1997 using pric
deflators for each country relative to the US, whig a benchmark country, at a detailed industvelleFor
example, PPPs for VA is extrapolated as follows:
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opp = VAP VA Py

= PPP
VA_ PUSjt IVA_ Pus;1997

11997

(C2)

whereVA_Pis theVA deflator. A similar methodology is used for exwkgion of output and intermediate
inputs PPPs. However, we follow a different procedio obtain capital inputs due to the lack of ¢apital
input deflators. We adjust the capital stock (imstant 1997 prices) obtained from the EU KLEMS wtith
PPPs for capital service. The capital PPPs isvatadble for Greece, Lithuania, Latvia, Poland réfere, for
these countries we apply PPPs @0 (the drawback is that we don’t adjust the cagstack for possible
price changes in the benchmark country).

As argued in the literature, a major issue in thestruction ofTFP measures is the need to control for the
quality of inputs.TFP estimates constructed from the measures of labdrcapital inputs that are not
adjusted for the skill composition of the workfore® one hand, and for the composition of the ehpibck
inputs, on the other hand, capture both disembaatieldembodied components of technological prodsess
Nicoletti and Scarpetta, 2003; O‘Mahony and Timm2009). The disembodied component captures
technological and organisational improvements thatease output for a given amount of quality and
compositionally adjusted-inputs. The second compboé technological progress is termed embodied and
proxies for the improvements in the productive céfgalue to shifts to higher quality factor inpihdicoletti

and Scarpetta, 2003). Therefore, any “raMfP indicator captures both embodied and disembodiedds

of technical change, whereas a quality-adjustédP indicator measures productivity obtained through
technological and efficiency improvements.

We calculate the quality-adjust@éP growth as the real growth of output minus a weadhgrowth of inputs
services:

AINTFP, =

(C3) it Ly — Bij Aln rijt -[1-(a; + /Eij )JAIn Kijt

where €© denote a gross output indek |, || andK are labor services, intermediate input and capital

services indices, respectively, ef_’,,land'g are the average inputs shares over two periodpuiat as
following:

(C4) a; = 05(ay +ay.)

,Eij = 05(By + Bii-)
(C5)

Similarly, we define the "rawTFP growth indicator, using the output and inputs afles as defined in (C1).

We also need to address an issue of sectoral aggnedgn our data. The breakdown of the 28 subsedb
the EU KLEMS dataset differs from the nine secteACE classification that we use. We therefore need to
merge some of the sub-sectors to conform to theined) classification. We collapse “Chemicals and
chemical products” and “Rubber and plastic productshe sector 6. As well, we collapse “Machinenyd
equipment”, “Electrical and optical equipment”, &hsport equipment” and “Manufacturing nec; recyglin

to obtain sector 9. Still, some inconsistency remaietween productivity anBACE measures sectoral
breakdown. Firstly, ilPACE sectoral breakdown “Fabricated metal” is incluétedector 9, while in the EU
KLEMS it is reported together with “Basic metal’dasould not be isolated and attributed to sectdine.
correct the nominal input and output values assediwith sectors 8 and 9 by computing “Fabricatedat
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value share in aggregated metal sector from tha&KkEEMS (March 2008 Release, which reports these two
sub-sectors separately). The only (minor) probleat temains and, unfortunately, could not be solseHat
while “Recycling” is excluded from sector 9 fBACE it is included and could not be isolated fromtse®

in the EU KLEMS. But we believe that as the se8tis composed of several sub-sectors, the coniibof
“Recycling” to its productivity is smoothed.

For aggregation of the inputs and output indica®sscsub-sectors we used a Torngvist quantity irfdex
suggested by O‘Mahony and Timmer, 2009). Unfortelyat we cannot adjust the indices for the
inconsistency between gquality-adjust€BP and PACE measures in sectors 8 and 9 classification, so we
should keep it in mind the minor difference in thectoral breakdown when using quality-adjusted TFP
growth measure in our analysis.
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Table1: Classification of Industrial Sectors

+H Sector NACE Rev.1.1

1 Food products, beverages and tobacco 15-16

2 Textiles and textile products; leather and leath 17-19
products

3 Wood and wood products 20

4 Pulp, paper and paper products; publishing and 1-22
printing

5 Coke, refined petroleum products and nuclear fuel 23

6 Chemicals, rubber and plastic products 24-25

7 other non-metallic mineral products 26

8 Basic metals 27

9 Fabricated metal, machinery and equipment, étectr 28-36
and optical equipment, transport equipment,
manufacturing n.e.c.

Sourceinternational Standard Industrial Classificatioratbeconomic activities
Table 2: Summary Statistics (1997-2009)

Variable Unit Mean Std. Dev. Min Max
PACE/NVA percent 3.63 4.56 0.05 49.13
PACE/GO percent 0.92 1.02 0.02 12.60
R&D/VA percent 2.86 4.04 0.00 34.36
PAT/VA pat/bln.euro 12.73 20.28 0.00 148.88
TFP 1.19 0.44 -0.39 2.06
TFPG (growth) 0.01 0.04 -0.55 0.30
Ad]. TFPG 0.01 0.02 -0.25 0.10
GOVR&D percent 1.28 0.46 0.36 2.08
KPAT/VA pat/bln.euro 90 144 0.00 1282
KR&D/VA percent 22.11 34.26 0.00 219.15
EXP percent 0.60 1.14 0.05 15.69
IMP percent 0.33 0.18 0.04 0.97
DR percent 0.08 0.07 0.00 1.00
BR percent 0.09 0.08 0.00 1.00
GDPpc euro 18303 8119 4600 48000
El TOE/ bin.euro 1.16 2.49 0.02 42.41

Source: our own computations based on the EUROST#W EUKLEM, the OECD STAN, the OECD

ANBERD and the WIOD datasets
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Table 3: Summary Statistics of the Main Variables g Country (1997-2009)

Country PACE/VA PACE/GO R&D/VA PAT/NVA TFP TFPG
Bulaarie 5.2¢ 1.14 - 5.1¢ - -
Cyprus 3.0C 0.8¢ - 11.4(C - -
Czeh Repubilic 4.37% 0.7¢ 1.87 6.8¢ 1.0Z 0.02
Estonic 3.2¢ 0.9t 2.1¢ 12.8¢ - -
Finlanc 2.7¢ 0.7¢ 4.8t 25.4¢ 1.2% 0.02
Hungan 3.6¢ 1.0z 1.5C 7.7¢ 1.0Z 0.0C
Lithuanie 3.4¢ 0.7¢ - 4.9( 1.01 0.0z
Netherland 4,3t 0.8¢ 4.0z 38.8¢ 1.17 0.01
Norway 2.81 0.8¢ 4.3¢€ 16.9¢ - -
Polanc 3.7¢ 0.12 0.4z 2.21 1.0¢ -0.01
Portuga 2.8¢ 0.6: 1.1¢ 4.01 0.9¢ 0.0cC
Romani: 5.8¢ 1.3¢ 3.1z 1.8: - -
Slcvakic 3.62 0.8 2.0¢ 4.11 - -
Slcvenie 3.5¢ 0.8: 2.47 12.07 1.32 0.01
Spair 2.01 0.4¢ 2.2z 6.7: 1.0¢ 0.01
Sweder 5.14 1.7¢ - 30.8¢ 1.22 0.01
Unitec Kingdom  2.5¢ 0.7¢ 5.4¢ 15.0: 1.5t 0.02
Total 3.63 0.92 2.86 12.73 1.19 0.01

Source: our own computations based on the EUROSTWTEUKLEM, the OECD STAN, the
OECD ANBERD and the WIOD dataset

Table 4: Summary Statistics of the Main Variables g Sector (1997-2009)
Sector PACE/VA PACE/GO R&D/NVA PATNA TFP TFPG  Energy Intensity

1 2.6( 0.6: 1.0¢ 41t 1.0e¢ 0.01 0.37
2 1.52 0.57 1.25 45¢ 1.1z 0.01 0.3
3 2.3¢ 0.6 0.4¢ 09C 121 0.01 0.5¢
4 3.2¢ 1.07 0.6( 217 131 0.0] 0.6¢
5 9.4¢ 1.4: 4.8¢ 19.17 0.2¢ 0.01 3.9¢
6 4.0c 1.1¢ 8.17 36.97 14 0.01 1.2C
7 3.4 1.2¢ 0.9¢ 7.4z 1.67 0.0z 1.3¢
8 6.0¢ 1.2C 1.9C 11.9¢ 1.4C 0.01 2.3
9 1.1¢ 0.31 5.9¢ 29.1C 1.0¢ 0.01 0.1C
Tota 3.6< 0.92 2.8¢ 127 1.1¢ 0.01 1.1¢

Source: own computations based on the EUROSTAT, the EU K|.LEMe OECD STAN, the
OECD ANBERD and the WIOD

45



Table 5: Weak PH - R&D FE Regression Results

1) (2) (3) 4)
PACE 0,043 0,033 - -
(0,04 (0,04
PACE(-1) - - -0,021 -0,04¢
(0,04) (0,04)
VA(-1) 0,042 0,013 0,084 0,031
(0,04 (0,06 (0,08 (0,13
GOVR&D(-1) 0,04: 0.311* -0,07¢ 0,132
(0,18 (0,24 (0,29 (0,17
KR&D(-1) - 0.654*** - 0.633***
(0,21 (0,29
EXP(-1) - 0.434° - 0.519%**
(0,22 (0,18
IMP(-1) - -0,3z - -0.633*
(0,22 (0,35
DR(-1) - 1.806** - 1.938***
(0,79 (0,68
BR(-1) - -1,06¢ - -0,89¢
(0,82) (0,70)
F-test 1.32* 5.61%** 1.45** 8.46%**
Within R-square 0,0t 0,22 0,0t 0,2¢
N. Observatior 75C 51t 694 51z
N. Country-sector Effects 129 105 129 104

Notes to the table: a) all variables in logs; b¢ficient estimates from FE estimation; c)
country-year fixed effects and full set of time duras included in all models; d) robust
standard errors (clustered on the sector-countity im parentheses; e) Significance:*
p<0.1, ** p<0.05, *** p<0.01; f) the data on EXPVIP, DR and BR are not complete,

therefore we lose some observations when addirsg tb@variates in the regressions.

Table 6: Weak PH - Patents FE Regression Results

(1) (2) () (4)
PACE(-1) 0.086*** 0.030** - -
(0,02 (0,02
PACE(-2) - - 0.096*** 0,00:
(0,03) (0,02)
VA(-1) 0,061 -0,045 -0,032 -0,045
(0,05 (0,03 (0,04 (0,03
GQVR&D(-1) 0.323*%** -0,07:  0.286*** -0,08¢
(0,10 (0,07 (0,11 (0,08
KPAT(-1) - 0.509*** - 0.487***
(0,08 (0,09
EXP(-1) - 0,0t - 0,10¢
(0,07 (0,09
IMP(-1) - -0.277** - -0.385***
(0,11 (0,15
DR(-1) - 0,02¢ - 0,12¢
(0,21) (0,26'
BR(-1) - 0.275* - 0.483°
(0,16) (0,29)
F-test 6.89*** 6.40*** 10.32*** 6.70%**
Within R-square 0,37 0,3¢ 0,3¢ 0,3t
N. Observatior 91z 63¢ 88:¢ 587
N. Countn-sector Effects 153 125 151 126

Notes to the table: see Table 5.
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Table 7: Weak PH - R&D IV Regression - First Stag&esults

(1) (2) (©) (4) () (6) (7) (8)

PACE/VA 0.268%* 0.350"* 0.204** 0.268%* - - - -
(0,06)  (0,07) (0,07) (0,07)
- - - - 0.395%%* 0.414%* (0.374** 0.360%**
(0,09)  (0,09) (0,10)  (0,10)

PACE/VA(-1)

PACE/VA*El yre - -0.074** - -0.244** -
(0,04) (0,11)
PACE/NVA*El yre(-1) - - - - - -0.122* - -0.334**
(0,07) (0,15)
VA(-1) 0.105** 0.176* 0.089** 0.171* 0,106 0,119 0,112 0,103
(0,05) (0,10) (0,04) (0,09) (0,08) (0,09) (0,08) (0,09)
GOVR&D(-1) -0.325* -0.354** -0,281 -0,294 -0.356* -0.351* -0.387* -0,371
(0,17) (0,27) (0,29) (0,20) (0,20) (0,20) (0,23) (0,23)
KR&D(-1) - - 0.244* 0,226 - - 0,171 0,217
(0,14) (0,15) (0,18) (0,18)
EXP(-1) - - 0,025 -0,01 - - -0,118 -0,107
(0,26) (0,18) (0,27)  (0,18)
IMP)(-1) - - -0,068 -0,207 - - -0,298 -0,24
(0,27)  (0,28) (0,34) (0,34)
DR(-1) i i 0,286 -0,45 i i 2.392%** 2 448***
(0,53) (0,51) (0,88) (0,86)
BR(-1) - - -0,291 0,036 - - 1.536* 1.584*
(0,66) (0,66) (0,89) (0,89)
F-statistics 5,65 8,319 4.95%* 7.73** 12,985 12,687 14.08*** 14.53***
Within R-square 0,166 0,205 0,08 0,09 0,181 0,198 0,14 0,15
C-test of endogeneity (P value) 0,1 0,5 0,089 0,486 0,4 0,13 0,019 0
Weak-ID test (F instruments) 17,73 15,3 9,17 12,94 20,48 13 13,48 12,53
Stock-Yogo weak ID test (critical val 15% max I\¢s) 8,96 11,59 8,96 11,59 8,96 11,59 8,96 11,59
Partial R-squared 0,05 0,08 0,03 0,06 0,08 0,1 0,07 0,09
AR Weak-ID-robust F (P value) 0,21 0,74 0,1 0,22 0,45 0,47 0,01 0
AR Weak-ID-robust Chi2 (P value) 0,2 0,74 0,09 0,2 0,44 0,45 0,01 0
J-statistics (P value) 0,33 0,25 0,5 0,27
N. Observations 693 629 498 480 654 620 509 492
N. Country-sector Effects 127 120 108 102 124 117 104 98
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Table 8: Weak PH - Patents IV Regression -

First 8ge Results

1) (2) (3) (4) 5) (6) (1) (8)
PACE/V A (-1) 0.413*** 0.458*** 0.689*** (0.673*** - - - -
(0,07) (0,07) (0,07) (0,06)
PACE/VA,(-2) - - - - 0.443** (0.448** (0.575*** 0.486***
-0,07 -0,07  (0,08) (0,08)
PACE/VA *Elpe(-1) - 0.093*** - -0.166* - - - -
(0,03) (0,10)
PACE/VA *Elpe(-2) - - - - - -0.128** - 0.547***
-0,06 (0,16)
VA(-1) 0.171* 0.189** 0.180* 0.176* 0,093 0,106 0.404*** (0.439***
(0,09) (0,09) (0,09) (0,10) -0,06 -0,07 (0,24) (0,13)
GOVR&D(-1) -0,186 -0,198 -0,292 -0,277 -0,105 -0,091 -0,198 -0,221
(0,16) (0,27) (0,21) (0,22) -0,18 -0,18 (0,19) (0,18)
KPAT(-1) 0.378** 0.390** 0.406* 0.415*
(0,18) (0,18) (0,22)  (0,22)
EXP(-1) 0.467** -0.468** -0.351* -0,289
(0,18) (0,18) (0,21)  (0,21)
IMP(-1) 0,486 0,491 0.888** 0.847**
(0,30) (0,31) (0,38) (0,35)
DR(-1) -0,637 -0,646 -0.765* -0.901**
(0,49) (0,50) (0,45) (0,42)
BR(-1) 0,427 0,467 -0,062 0,204
(0,43) (0,42) (0,48) (0,40)
F-statistics 16,27 16,646 10.76*** 11.00*** 7,662 8,179 8.67** 9.10***
Within R-square 0,23 0,256 0,36 0,37 0,202 0,221 0,32 0,36
C-test of endogeneity (P value) 0,702 0,5 0,042 0,126
Weak-ID test (F instruments) 39.20 25.4 110,75 60,1 38.67 23.00 47,11 33,87
Stock-Yogo weak ID test (critical val 15% max I\za) 8,96 11,59 16,38 19,93 8,96 11,59
Partial R-squared 0.12 0.15 0,27 0,28 0.14 0.16 0,2 0,25
AR Weak-ID-robust F (P value) 0.10 0.04 0 0,02 0.00 0.00 0,02 0
AR Weak-ID-robust Chi2 (P value) 0.09 0.0¢ 0 0,01 0.00 0.00 0,01 0
J-statistic (P value) 0.13 0,48 0.12 0,06
N. Observations 862 822 637 620 817 784 573 550
N.Country-sector Effects 150 143 129 123 148 141 119 113
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Table 9: Weak PH - R&D IV Regression - Second Stadeesults

(2) (2) 3) (4) (5) (6) () (8)
PACE-inst -0,234  -0,034 -0,448 -0,125 - - - -
(0,200 (0,14) (0,32) (0,20)
PACE-inst(-1) - - - - -0,086  -0,134 -0.403** 0.475***
(0,11) (0,20) (0,17) (0,18)
VA(-1) 0.100* 0,05 0.123* 0,093 0,086 0,079 0,156 0.190*
(0,05)  (0,07) (0,06) (0,10) (0,07)  (0,07) (0,10) (0,10)
GOVR&D(-1) -0,20 -0,16  -0,04 0,034 -0244 -026 -0,086 -0,077
(0,19)  (0,17) (0,21) (0,15) (0,15)  (0,16) (0,18)  (0,20)
KR&D(-1) - - 0.674*** (.563*+* - - 0.665*** (0.693***
(0,19)  (0,19) (0,16)  (0,15)
EXP(-1) - - 0.413* 0.397* - - 0.348* 0.291**
(0,16) (0,17) (0,14)  (0,15)
IMP(-1) i i 0,161 -0.168 i 0.494*** (,500***
(0,22)  (0,25) (0,17)  (0,19)
DR(-1) - - 1,589 -0,337 - - -0,228 -0,438
(9,12)  (1,98) (0,68)  (0,72)
BR(-1) - - 0,848 -0,372 - - 0,141 0,254
(8,52)  (0,90) (0,49) (0,51)
N. Observations 693 629 498 480 654 620 509 492
N.Country-sector 127 120 108 102 124 117 104 98
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Table 10: Weak PH - Patents IV Regression - Secoisiage Results

1) 2 3) 4) ®) (6) ) (8)
PACE-inst(-1) 0.116* 0.131** 0.073** 0.063** - - - -
(0.07) (0.06) (0,03) (0,03)
PACE-inst(-2) - - - - 0.192** 0.170*** -0.060* -0.052*
(0.05) (0.05) (0,03) (0,03)
VA(-1) 0.036 0.039 -0,052 -0,051 -0.059** -0.056* -0,008 -0,01
(0.04) (0.04) (0,03) (0,03) (0.03) (0.03) (0,04) (0,04)
GOVR&D(-1) 0.308*** (0.333*+* -0,073 -0,082 0.212** 0.202** -0.156** -0.112*
(0.09) (0.08) (0,06) (0,06) (0.09) (0.09) (0,07) (0,06)
KR&D(-1) - - 0.528*** (.535*** - - 0.537*** (0.518***
(0,07)  (0,07) (0,09) (0,08)
EXP(-1) - - 0,079 0,062 - - 0,083 0,07
(0,06)  (0,06) (0,09) (0,09)
IMP(-1) i i 0.345*+* (,346*** 0.365*** (0.418***
(0,11) (0,11) (0,13) (0,13)
DR(-1) - - -0,028 -0,036 - - 0,108 -0,052
(0,16)  (0,15) (0,23) (0,18)
BR(-1) - - 0.291* 0.307* - - 0,397 0.580**
(0,17)  (0,17) (0,26)  (0,26)
N. Observations 862 822 609 592 817 784 546 523
N.Country-sector 150 143 122 116 148 141 112 106
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Table 11: Strong PH - TFP FE Regression

TFP Level TFP Growth
(1) (2) (3) (4)
PACE(-1) -0,007 - 0,004 -
(0,01) 0,00
PACE(-2) - -0,001 - 0,001
(0,01) 0,00
TFPG-frontier 0.232** 0.226**
(0,11) (0,11)
TFP-gap(-1) 0.078%+ -0.071**
(0,03) (0,03)
VA(-1) -0,012 -0,017 | 0,003 0,008
(0,02) (0,03) (0,01) (0,01)
IMP(-1) -0,019 -0,047 -0,02 0,006
(0,07)  (0,07) (0,03) (0,03)
EXP(-1) -0,006 -0,016 0,04 0,035
(0,06) (0,06) (0,03) (0,02)
DR(-1) 0,035 0.146* | 0,039 0.087***
(0,04) (0,09) (0,04) (0,03)
BR(-1) -0,027 -0,15 -0,064 -0,052
(0,09) (0,12) (0,05) (0,05)
F 5.38** 6.03** | 2.85*** 6.65***
R-squared 0,21 0,17 0,16 0,18
N. Observations 476 432 476 432
N. Country-sector Effectc 95 95 95
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Table 12: Strong PH - TFP Regression - Two-stage Mel

TFP Level TFP Growth
1) (2) ) (6)
R&D-pred(-1) -0,068 - -0,001 -
(0,06) 0,00
PAT-pred(-1) - -0.078* - 0
(0,04) 0,00
TFPG-frontier - - 0,179 0.210*
(0,11) (0,10)
TFP-gap(-1) - - 0.020*** 0,007
(0,01) (0,01)
VA(-1) -0,055 -0,018 - -
(0,04) (0,03)
IMP(-1) -0,032 -0,087 0.008*** -0,005
(0,12) (0,08) 0,00 0,00
EXP(-1) -0,03 -0,043 | 0.006** 0,003
(0,07) (0,06) 0,00 0,00
DR(-1) 0,328 0,167 -0,023 0,058
(0,25) (0,24) (0,08) (0,06)
BR(-1) -0.378* 0,115 -0,003 -0,042
(0,21) (0,22) (0,09) (0,07)
R-squared 0,23 0,2 0,16 0,18
N. Observations 296 354 296 354
N.Country-sector Effects 84 86 84 86
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Table 13: Strong PH - TFP IV Regression - First Stge Results

TFP level TFP growth
1) (2) 3) (4) 9) (10)
PACE/VA,(-1) 0.683*** (0.580*** - - 0.677*** (0.560***
(0,08) (0,09) (0,08) (0,09)
PACE/VA *El,(-1) - 0,508+ - - 0. 564%+*
(0,19) (0,18)
PACE/VA,(-2) - - 0.616*** 0.509*** - -
(0,08) (0,10)
PACE/VA. *Elpe(-2) - - - -0.501** - -
(0,21)
VA(-1) 0.339** 0.447** 0.397* 0.452** | 0.333** 0.456***
(0,13) (0,14) (0,20) (0,18) (0,14) (0,15)
IMP(-1) 0.707** 0.793** 0.867*** 0.868*** | 0.633** 0.697**
(0,28) (0,27) (0,33) (0,31) (0,28) (0,28)
EXP(-1) 0.904% (852w 006 043 10 goo+ 0.817%
(0,27) (0,26) (0,36) (0,35) (0,27) (0,26)
DR(-1) -1,106  -1,075 1 262*** -1.241*** | -1,038 -1
(0,88) (0,88) (0,28) (0,30) (0,89) (0,89)
BR(-1) 1,308 1,293 1.322**  1.244** 1,301 1,298
(1,16) (1,16) (0,53) (0,54) (1,14) (1,13)
F-statistics 11.36*** 13.04*** 16.72*** 16.03*** | 10.97*** 11.83***
Adjusted R-square 0,4 0,42 0,34 0,35 0,41 0,43
C-test of endog.(P value) 0,201 0,41 0,328 0,749 0,301 0,156
F instruments 74,02 51,04 53,05 34,21 73,05 51,31
Stock-Yogo weak ID test (critical val 10% max \zes) 16,38 19,93 16,38 19,93 16,38 19,93
Partial R-squared 0,28 0,3 0,23 0,25 0,28 0,3
P value Anderson-Rubin F-test 0,04 0,14 0,28 0,32 0,65 0,75
P value Anderson-Rubin chi-sq test 0,04 0,12 0,27 0,3 0,64 0,74
P value J-statistic 0,28 0,21 0,51
N. Observations 467 467 413 413 467 467
N. Country-sector Effects 86 86 76 76 86 86
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Table 14: Strong PH - TFP IV Regression - Second &je Results

TFP level TFP growth
1) (2) 3) (4) ) (6)
PACE-inst(-1) -0.020* -0.014* - - -0,003  -0,004
(0,01) (0,01) (0,01) (0,01)
PACE-inst(-2) - - -0,013  -0,005 - -
(0,01) (0,01)
TFPG-frontier - - - - 0.241** 0.245***
(0,10)  (0,09)
TFP-gap(-1) -0,007 -0,008 -0,012 -0,019 | 0,007 0,007
(0,020 (0,020 (0,03) (0,02) | (0,01) (0,01)
VAL i i i i 0.084*** (0.085*+*
(0,03) (0,03)
IMP(-1) -0,014 -0,022 -0,041 -0,072 | -0,018 -0,017
(0,06) (0,06) (0,06) (0,06) | (0,03) (0,03)
EXP(-1) -0,012 -0,001 -0,02 0,001 0,036 0,035
(0,05) (0,05) (0,05) (0,05) | (0,03) (0,02
DR(-1) 0,027 0,029 0.136* 0.148* | 0,035 0,035
(0,04) (0,04) (0,08 (0,08) | (0,04) (0,04
BR(-1) -0,012 -0,023 -0,13 -0,153 | -0,055 -0,054
(0,08) (0,08) (0,20) (0,10) | (0,05) (0,05)
N. Observations 467 467 413 413 467 467
N. Country-sector Effects 86 86 76 76 86 86
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