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Abstract

This paper presents a version of a hybrid (top-down bottom-up), multi-region
multi-period forward looking applied general equilibrium model, MERGE, that in-
cludes a capacity expansion submodel of the electricity sector with demand represented
by various time segments. This model is solved numerically using the decomposition
method proposed by Bohringer and Rutherford (2006). In the decomposition, the
bottom-up (energy) submodel of MERGE is embedded in a quadratically constrained
program (QCP) that maximizes a welfare function calibrated on a linear approxima-
tion, around a benchmark point, of aggregated energy and capital demand . This latter
is provided by constraining energy supply in a nonlinear programming problem (NLP)
that essentially contains the MERGE top-down (macro) submodel. The method is
illustrated with a simulation that provides projections of load duration curves and
hours of activity of various electricity technologies.

1 Introduction

Within the simulation models used to represent the economy energy interactions, one gen-
erally distinguish the bottom-up (BU) approach, narrowly tied to sectoral technological
details and the the top-down (TD) approach, that embraces the entire economy, repre-
sented by means of macroeconomic functions.

The BU models represent, with explicit physical energy flows, how various energy com-
modities and transformation technologies compete to fulfill a given level of energy demand.
Cost minimization over the full energy system is used to mimic the outcome of a com-
petitive energy market equilibrium. The BU models are essentially dedicated to a specific
sector and contain a detailed representation of the technologies. They are particularly
fit for evaluating the impact of command and control policies and for sensitivity analysis
on technology parameters. In general, these models are Linear Programs (LP). Since LP
solution algorithms are very efficient, BU models can be easily computed with a very high
degree of technological details.

The top down approach (TD), extends the modeling scope to the whole economy.
Instead of physical flows, the TD models essentially rely on monetary transaction flows
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between various economic agents (firms, governments, households). The TD representa-
tion is fit for dealing with effects that are beyond the grasp of sectorial models. A specific
class of TD is computational general equilibrium models (CGE). Their success is due to
their microfounded theoretical structure based on Arrow and Debreu (1954). CGE models
capture the price-induced substitution of non-energy to energy production factors, revenue
effects (through recycling taxes or change in rents), or effects on capital accumulation and
growth. In general, CGEs are based on a smooth representation of technologies, typically
by means of CES functions. These models can be formulated and solved as constrained
nonlinear systems (CNS), mixed complementarity problems (MCP) or as sequences of non-
linear programming problems (NLP). For these classes of problems, solution algorithms
are less efficient than for LP problems. Consequently, for TD models, dimensionality is an
issue and one have to seriously limit the number of variables and equations.

There have been several efforts to build hybrid frameworks that combine the benefits
of BU and CGE models Drouet et al. (2008). The methods used were characterized by
the type of link between the two models. We distinguish three different types of methods:
the soft link, the top down-oriented, and the hard-link approaches.

With the soft-link methods, the BU and the TD are solved iteratively, despite the
behavioural and accounting inconsistencies between the two models. At each iteration
the models exchange data, in the hope of converging to a fixed point. This approach was
followed by Hoffman and Jorgenson (1977) for linking a CGE models and and technologi-
cal description of energy supply, by Messner and Schrattenholzer (2000) for coupling the
MACRO and the MESSAGE models or by Beltran et al. (2005) for coupling GEMINI-E3
and a Swiss MARKAL model.

In the top-down oriented methods, the macroeconomic production function calibra-
tion is refined in order to better reflect some technological conditions contained in the BU
model. The functions are calibrated either on price and quantities points computed with a
BU model (Schäfer and Jacoby, 2005; Pizer et al., 2003) or on enhanced Social Accounting
Matrixes (SAM) that include additional energy specific information (Sue Wing, 2008).

In the hard-link approach, a TD and a BU submodel are fully integrated in a sin-
gle ”monolithic” mathematical problem 1. Instances of such hard-link models are ETA-
MACRO (Manne, 1977), MARKAL-MACRO (Manne and Wene, 1992), MERGE (Manne
et al., 1995). The full integration guarantees the economic consistency of the modeling
framework: competitive equilibrium conditions are respected for both the BU and the
TD submodel. The overall mathematical formulation of such problems is well known and
clearly formalized in Bohringer (1998). But they raise dimensionality issues that are dif-
ficult to overcome. The monolithic formulation of hybrid model corresponds to a ”one
shot” resolution of a NLP problem that combines linear and non-linear expression (in the
BU and TD respectively). Therefore, the level of detail must be quite limited to keep the
model numerically tractable. Finally, to be fully integrated with a TD a model, a large
scale standalone BU models may need to be seriously simplified and become less fit for
doing sensitivity analysis on policies or technologies.

This numerical issue is addressed by Bohringer and Rutherford (2006) who proposed

1Note that we include in the hard-link approach both the bottom-up oriented and integrated integrated
approaches distinguished by Drouet et al. (2008)
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a decomposition scheme. They obtain convergence to the solution of the integrated model
by iterating between a MCP top down model and bottom up model formulated as a
Quadratically Constrained Program (QCP). The QCP is a welfare maximization problem
submitted to the constraints contained in the BU. The welfare function maximization aims
at portraying a linear demand system. The energy supply computed from the QCP is set
exogenously in the MCP model which computes energy prices. Price and demand are then
used to recalibrate the objective of the QCP problem. Bohringer and Rutherford (2006)
illustrate their method with a stylized integrated hybrid model.
To our knowledge, the US-REGEN model EPRI (2012) is the only instance of application
of the method to a fully-fledged hybrid models 2.

In this paper, we use this decomposition approach in order to solve a version of the
MERGE model whose BU submodel is augmented with load duration curves. The two
main contribution w.r.t. EPRI (2012) are the adjustment of the method to the case of
putty-clay technologies and to a NLP formulation of the general equilibrium model.

After a brief presentation of the integrated MERGE model in section 2, we explain how
the method is adjusted to the specificities of this model, in particular to the with putty-
clay technologies 3. in section 4, the method is used to solving a MERGE coupled with
a more detailed representation of electricity markets and the simulation results obtained
are commented, before concluding in section 5.

2 A general overview of the MERGE model

This section intends to summarize the most important features of the MERGE model and
to show intuitively how the TD and and BU submodels portray respectively regional en-
ergy demand and supply systems. The technical description will be restricted to the most
specific features of MERGE: (i) the intertemporal dynamic optimization setting, (ii) the
putty-clay macroeconomic production functions and (iii) the Sequential Joint Optimiza-
tion solution method used to deal with interregional trade in a NLP setting. The reader
willing to see the detailed equations of the model can refer to Appendix A.

MERGE (Model for Estimating the Regional and Global Effects of greenhouse gas
reductions) was originated by Manne et al. (1995). It is a hybrid multiperiod forward-
looking multiregional applied general equilibrium model representing interactions between
the economy, energy technologies and environmental policies. The model’s horizon ex-
tends from 2010 (base year) to 2100, with 5-year time periods. The world is divided into
11 regions that can trade a composite good, oil, gas, two types of coal, and emissions
permits.

The macro submodel is largely similar to Manne et al. (1995). In each regions, a rep-
resentative household that has an exogenous labour supply trades off between investment
and consumption to maximize an intertemporal logarithmic utility function Ur.

Ur =
∑
t

βr,tLr,t log(
Cr,t

Lr,t
) (1)

2Note that a conceptually similar method is used for integrating separate household for survey data in
CGE models (Rutherford and Shepotylo, 2006; Rausch and Rutherford, 2010)
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Where C is consumption, L population in (efficiency units), and β a the social discount
factors. Consumption increases instantaneous utility while investment increases the capi-
tal stock and therefore future production, consumption and utility.

Competitive firms provide a composite good that is used for investment and consump-
tion. The final good (Y ) is produced using a CES technology that combines labour,
capital (K), electric and non-electric energy (E and N) combined in putty-clay nested
CES production functions. Production is obtained from various vintages (generation)
of equipments. The production function Fr,t that represents the technologies in a new
vintages of equipment at time t is:

∆Yr,t = Fr,t(∆Kr,t,∆Lr,t,∆Er,t,∆Nr,t) ≡[
aKL,r,t

[
∆Kα

r,t∆L
1−α
r,t

]ρKL
+
[
[aE,r,t∆E

ρEN
r,t + aN,r,t∆N

ρEN
r,t ]

1
ρEN

]ρKL] 1
ρKL

(2)

(With ρKL = (σKL − 1)/σKL and ρEN = (σEN − 1)/σEN )

The optimal value share of capital in the value added of the final sector is given by α. The
elasticities of substitution σKL and σEN indicate respectively how easily non-energy input
can be substituted for energy input and how easily electric energy can be substituted to
non-electric energy. Parameters a, which represent exogenous technological change that
shifts the unit productivity of the various inputs. For instance, aE and aN translates
autonomous energy efficiency improvements (AEEI) for electric and non-electric energy.
They represent how electric and non-electric energy are assumed to evolve across the
model’s time horizon if their prices remained constant.

The technologies are putty-clay, which implies that the dynamics of total input and
total output is defined as:

Yr,t+1 = Yr,t(1− δy) + ∆Yr,t , Yr,0 = Y r,0

Kr,t+1 = Kr,t(1− δy) + ∆Kr,t ,Kr,0 = Kr,0

Er,t+1 = Er,t(1− δy) + ∆Er,t , Er,0 = Er,0

Nr,t+1 = Nr,t(1− δy) + ∆Nr,t , Nr,0 = N r,0

(3)

Total output (input) is the sum of previous period (output) decayed at rate (δy) and new
vintage output (input). The cost-minimizing firms adjust their capital demand to the
interest rate and energy demand to aggregate electric and non-electric energy prices. In
addition, in our perfect foresight setting, the putty clay technologies induce a response of
current demand to expected future prices. The putty-clay specification of the technologies
induces a difference between long-run and short-run price elasticities of demand.

From a decomposition perspective, the TD model represents the dynamics of energy
demand from the non-energy sectors of the economy.
This system takes into account gross output growth (largely driven by the exogenous in-
crease in efficient labour), AEEI, production factor substitution induced by energy price
changes, and the inertia due to the stock of equipment previously installed.

The BU submodel is a system of linear constraints that relates costs payments to the
various primary energy production and energy transformation activities that lead up to
final energy consumption. These operations require technologies that are characterized in
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terms of costs, efficiency and emissions. In the profit maximization, the cash flows are
discounted with an interest rate equal to the households’ net return on savings of the TD
model.
Note that the BU submodel also includes regional energy portfolio constraints, i.e. con-
straints that limit the speed of penetration or the market share of some technologies.
Consequently, the approach is rather descriptive than explicative: it aims at portraying
plausible evolution of the the energy system, evolve, but with limited explanation of the
mechanism and the key parameters at stake.
From a decomposition perspective, the BU submodel represents a dynamic system of en-
ergy supply and capital demand, from the energy sectors to the rest of the economy.

For the model numerical resolution, the competitive equilibrium is computed with a
Sequential Joint Optimization method (SJO) (Rutherford, 1999) based on the iterative
adjustment of Negishi weights (Negishi, 1972). This method, allows for computing the
general equilibrium using NLP for which solution algorithms are very efficient. In the SJO
method, NLP problems, where a weighted sum of regional welfare is maximized under
technological constraints, are iteratively solved. At each iteration, the weights are recom-
puted so as to increase the relative weight of the regions which have a current account
deficit. The iterations stop once the weights’ values imply at optimum a balanced trade
in each region.

3 The decomposition algorithms

This section presents how the decomposition method by Bohringer and Rutherford (2006)
is applied to MERGE. After a brief presentation of their method we will put forward how
it has been adjusted to MERGE, in particular to putty-clay technologies and international
trade. Then the information flows between the BU and the TD model are described.

3.1 Principle of the TD BU decomposition

In the decomposition, the BU (energy) submodel of MERGE is embedded in a constrained
quadratic problem (QCP) that portrays a partial competitive equilibrium with the tech-
nologies as described in the integrated MERGE model and a demand system consistent
with the TD submodel. The QCP maximizes a welfare function calibrated on a linear
approximation of aggregated energy and capital demand around a benchmark point. This
benchmark point is provided by constraining energy and capital supply in a NLP problem
that essentially contains the TD (macro) submodel. At each iteration of the decomposition
algorithm, the QCP computes energy quantities. These quantities are used to constrain
supply in the NLP that computes, as dual variables, their associated price on the ag-
gregated demand curve. These prices and quantities benchmark are used at the next
iteration of the algorithm to recalibrate the QCP welfare function. The procedure iterates
until prices and quantities are stable from one iteration to another.

3.2 Linearization of conditional factor demands from putty-clay tech-
nologies

For computing aggregated consumer’s surplus we need to define and integrate a linear
approximation of the energy demand system coming from the TD model. In the TD
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model, energy is used by the competitive final good producers that operated with Nested
CES putty-clay technologies. The final good producer solves the program:

min
E,N,K

∑
t

(PE,r,tEr,t + PN,r,tNr,t +RKr,tKr,t)

Equations (3)

Fr,t(∆Kr,t,∆Lr,t,∆Nr,t,∆Nr,t) ≥ ∆Yr,t

Yr,t = Y r,t (Py,r,t)

(4)

The dual variable Py is the marginal production cost at the producer’s optimum and is
equal at equilibrium to the market price of the final good.
Because of the putty-clay structure of production, Problem (4) is dynamic. However,
as showed in appendix B, we can reformulate this dynamic problem as a sequence of T
independent static cost minimization problems where producers base their decision on a
an index of present and future prices. The independent static problems can be written as:

min
∆Et,∆Nt,∆Kt

(
P ′E,t∆Er,t + P ′N,r,t∆Nr,t +RK ′r,t∆Kr,t

)
Fr,t(∆Kr,t,∆Er,t,∆Nr,t) ≥ ∆Y r,t (P ′y,r,t)

(5)

Where the price indexes, denoted by P ′ are derived from current prices Pr,t using formula:

P ′r,t =
∑

t≤t′≤T−1

(1− δy)t
′−tPr,t′ +

Pr,TPr,T−1

Pr,T−1 − (1− δy)Pr,T
(6)

If we solve Problem (5) for the production function given in equation (2) we obtain the
formulas for the conditional capital, electric and non-electric energy demands from the
last vintage in the final good sector:

∆Er,t = aE,r,tP
′σKL
y,t P

′−σEN
E,r,t ∆Y r,t (7)

∆Nr,t = aN,r,tP
′σKL
y,t P

′−σEN
N,r,t ∆Y r,t (8)

∆Kr,t = aKL,r,tP
′σKL
y,t RK

′−σKL
r,t ∆Y r,t (9)

Taking the example of (7), we can show how these 3 conditional demand expressions can

be linearized around equilibrium input prices and quantities . We note ∆Er,t and P
′
E,r,t

equilibrium electric energy demand and energy prices. From (7), they satisfy:

∆Er,t = aE,r,tP ′
σKL
y,t P

′−σEN
E,r,t ∆Y r,t (10)

Combining (7) and (10), we obtain the expression:

∆Er,t
∆Er,t

=

[
P ′y,t
P ′y,t

]σKL [
P ′
E,r,t

P
′
E,r,t

]−σEN
Then, neglecting the impact of the input price change on marginal cost (considering
P ′y,t/P ′y,t = 1) we linearize conditional demand at the vicinity of the equilibrium prices
and quantities is:

∆Er,t(P
′
E,r,t) = ∆Er,t

[
1− σEN

(
P ′E,t

P
′
E,t

− 1

)]
(11)
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From (11), we obtain the linear approximation of the inverse demand function for ∆E:

P ′E,r,t = P ′E,r,t

[
1− 1

σEN

(
∆Er,t

∆Er,t
− 1

)]
(12)

We can compute similarly the approximation of the inverse demand for ∆N and ∆K:

P ′N,r,t = P ′N,r,t

[
1− 1

σEN

(
∆Nr,t

∆N r,t

− 1

)]
(13)

RK ′r,t = RK ′r,t

[
1− 1

σKL

(
∆Kr,t

∆Kr,t

− 1

)]
(14)

3.3 Welfare function portraying a inter-regional energy market equilib-
rium

The surplus of the consumers Sc,r in region r is equal to the sum of surplus on the capital,
electric and non-electric energy markets over the model’s time horizon:

Sr =
∑
t

{∫ ∆Er,t

0
P ′E,r,t(ξ)dξ +

∫ ∆Nr,t

0
P ′N,r,t(ξ)dξ +

∫ ∆Kr,t

0
RK ′r,t(ξ)dξ

−
(
P
′
E,r,t∆Er,t + P

′
N,r,t∆Nr,t +RK

′
r,t∆Kr,t

)} (15)

The total regional welfare W on the energy market is the sum of the consumer surplus
and total firms’ profits (Πr) :

Wr = Sr + Πr (16)

In order to take into account the trade of energy commodities in MERGE, the maximand
used to portray the partial equilibrium model is the sum of regional welfare.

Wr =
∑
r

Wr (17)

The partial equilibrium model represents how various regional demands are satisfied by
various regional competitive energy producers that may have the possibility of importing
or exporting energy commodities.

3.4 Iterations between the top dow and the bottom up models

The information flows between the TD and the BU model at each iteration of the decom-
position algorithm are summarily presented on figure 1. For a detailed description, the
reader can refer to appendix C.

The TD model (see appendix C.1) is a NLP that includes the equations and the objec-
tive function of the MERGE macro submodel. The quantities of electric and non-electric
energy (∆E,∆N) and the total energy costs (EC) are capped. The optimization program
gives the equilibrium prices for energy, non-electric energy, capital and final good. For
energy the prices are equal to the dual variables associated to the constraints limiting the
quantities. In addition, the TD model determines the final sector capital ∆K, consump-
tion C and the production of the final good Y .

The BU model (see appendix C.2) wich is a QCP that includes a sum of regional wel-
fare functions and the description of the energy system contained in the MERGE energy
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Figure 1: Information flows between the top-down and the bottom-up model

submodel. This function is calibrated using results of the TD model. More particularly,
using electric and non-electric prices and quantities (PE ,PN ,P ′E ,P ′N , ∆E,∆N), final sector
capital (∆K) and its rental rate (P ′N ). In addition, the TD output (Y ), consumption (C)
and export of final good (NXfg) are used in the BU problem to determine the remaining
quantity of final good that can be used either to investment in the final sector, either
to pay for the energy costs. The result of the BU model provides energy quantities and
energy costs that will be used at the next iteration to cap the TD model.

These operations are repeated until convergence, i.e. until two successive quantities
are close enough for a given distance measurement (in our case distance based on L2 norm,
see appendix for the exact formula.)

The decomposition algorithm is used for a given value of Negishi weights. These weights
are explicit in the TD model, as they directly appear in the objective function. In the
the BU, they are implicit, as they are reflected by the prices and quantities drawn from
that TD model that are used to calibrate the various regional consumer surplus. Once the
convergence of the decomposition algorithm is achieved, the weights have to be readjusted,
based on the regional trade balances, and the decomposition method is used to find a new
solution. In other words, the decomposition algorithm is embedded in the SJO method.

4 Numerical results with Load Duration curves in MERGE

One of the greatest determinants of the cost of reducing CO2 emissions is the ability to
integrate large loads of renewable intermittent sources (mainly wind and solar) into the
electric supply. The MERGE model, which includes a single annual time segment with an
average load level cannot address this issue. We take advantage of the decomposition algo-
rithm to introduce a finer representation of the operations of electricity power genereation
technologies. We implement a capacity expansion model3 in MERGE. In such model the
electricity industry needs to invest in the different technology as to serve a yearly demand

3Capacity expansion models have a long tradition in the power industry (Rinnooy Kan, 1983). De-
signed as optimization problems for the regulated monopoly industry, they can be interpreted in terms of
equilibrium in a competitive environment. They have been adapted to price elastic demand.
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described by load duration curve4. This allows us to better capture the long run impact
of reducing emissions in particular the integration of large shares of intermittent sources.
For data availabilities reason we only incorporate the capacity expansion model for the
macro region Europe.

The capacity expansion submodel introduced in MERGE is briefly described, then
simulation of scenario based on IEA New policies is presented, with an emphasis on power
generation capacities.

4.1 Generation capacity expansion model

For integrating a capacity expansion submodel, the original MERGE electricity demand
and supply systems have to be reformulated. Firstly, the representation of electricity de-
mand, that used to be annual in MERGE is now described by a load duration curve5

formed of L different time segments. Each time segment ` ∈ L is characterized by an
exogenous duration τ` and an endogenous demand level ELr,t,` (see Fig. 2). This demand
level is assumed to be a fixed share αr,` of the total annual demand which is price-elastic
(eq. 18).

Secondly, electricity production is also disagregated. During each time segment `, ca-
pacities must be operated to meet the demand (eq. 19). We denote by GELr,j,t,` the
hourly production of technology j for time segment `.

ELr,t,` =
αr,`
τell

Er,t , ` ∈ L (18)∑
j∈E

GELr,j,t,` ≥ ELr,t,` , ` ∈ L (19)

∑
`∈L

τ`GELr,j,t,` = GEr,j,t , j ∈ E (20)

Some constraints are used to portray limitation of the availability of various power plants.
Each plant cannot produce more than its capacity KE times an hourly availability factor
availj,` (see (21)). For thermal power plant instance this factor takes into account the
maintenance periods, where plants cannot be used; while for renewable it mainly repre-
sents the intermittency of supply due to weather conditions.

GEr,j,t,` ≤ availr,j,` ×KEr,j,t (21)

Finally, we also impose an adequacy reserve margin to ensure security of supply for
unexpected events affecting load and generation. We follow suit the methodology adapted
by ENTSOE (2010) and add the following constraint:∑

j∈E
(1− derj)KEr,j,t ≥ (1 + arm)ELr,t,` , ` ∈ L (22)

where arm is an adequacy reserve margin (generally set between 5 and 10%) and derj is a
technology-specific derating factor that correct for the risk of unavailability of the power-
plants. Note that for intermittent technologies, derj is very close to one, as it takes into

4The load duration curve measures the number of hours per year the total load is at or above any given
level of demand.

5The load duration curve measures the number of hours per year the total load is at or above any given
level of demand.
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Figure 2: Load Duration Curve

account the risks due to weather conditions.

4.2 Scenario overview

The scenario simulated, largely in line with the IEA (2012b) ”New Policies Scenario”
(NPS), can be summarized as follows.

Figure 3: Regional energy related CO2 emissions targets

Regional potential GDP growth rates, shown in Table D correspond until 2035 to the
IEA (2012b) NP assumptions . For the post-2035 periods they are set consistently with
the the OECD long term GDP growth projections (OECD, 2012). The long term price
elasticity of electric and non-electric energy demands are set to .3. The AEEI assumptions,
given in Table D, are set such that the IEA (2012b) NPS electric and non-electric energy
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prices and consumptions are reproduced.

The scenario assumes a global emission policy, based on regional cap and trade for
energy-related CO2 emissions. Sperate emissions markets progressively converge towards
a global cap and trade. Prior to 2025 emissions are constrained in the OECD regions.
From 2025 on, the OECD regions join a single emission market and emissions start being
constrained in non-OECD regions. These later can,ot exchange emissions permits with
OECD regions before 2055.
The distribution of regional emissions quotas is presented on figure 3. Until 2035, they
are set in line with the emissions projected in the IEA (2012b) NPS. In the three OECD
regions, the quotas decrease since the first times periods. In most of the OECD regions,
the quotas increase until 2035 before being reduced, in particular in China, leading to a
decreases in global emissions quotas. Note that for the periods after 2035, this emission
policy is more stringent than in the by IEA (2012a) 4S scenario which continues the IEA
(2012b) NPS after 2035 and does not project emissions reduction before the end on the
century.

The technical and economic characteristics of power generation technologies are based
on IEA (2010) and IEA (2011). The load duration curve for Europe is decomposed into
72 time segments to capture both the shape of the load duration curve as well as the joint
distribution of the availability of wind-onshore, wind-offshore and solar pv. The Fossil fuel
reserves are computed from EIA (2011), IEA (2011) and IEA (2012b). In addition, an-
nual regional oil and gas production cannot exceed the IEA (2011) Current Policy scenario.

4.3 Convergence of the algorithm

The model is solved using the decomposition algorithms. The TD model contains 1614
(single) equations and 2014 variables, the BU model contains 62310 equations and 52541
variables. The first iteration of the TD model is initialized on a trajectory where macroe-
conomic variables and the aggregate electric and non-electric energy consumption increase
at the rate of potential GDP growth.
Fig. 4 represents the logarithm of the error defined in appendix C.3 for the TD and the

BU model at each iteration. We see that the TD and BU models converge in 157 iterations
to the error term set to 10−6. The convergence is quick during the first iterations before
slowing down. Changes in the TD solution involves changes in the BU solutions, that
is why the errors of the two models are closely correlated. Numerical attempts showed
that when decreasing the stopping criteria error terms below 10−6 convergence was not
realized, probably due to internal solvers accuracy.

4.4 CO2 emission prices

Fig. 5 presents the CO2 emission prices resulting from the model for the OECD regions.
They tend are relatively high during the first time periods and then stabilize. These prices
reflect a limited increase of the marginal abatement cost due to the limited emission re-
duction targets in OECD countries, combined with decreasing costs of green technologies.
In addition Fig. 5 shows the convergence of CO2 price in 2025 creates by the integration
of regional OECD cap and trade systems. In the case of EU and North America, this
convergence temporarily reduces by one third the CO2 price.
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Figure 4: Logarithmic error

Figure 5: CO2 emission prices for EU, North America and OECD Pacific

4.5 Load duration curve

Fig. 6 represents the EU load duration curve in 2020 and the correspondix optimal mix
required to serve it. Generally speaking, plants are activated in the same order as the
merit order, which is the variable cost for the production on 1 MWh.
Nuclear plants are operated at maximum capacity due to its very low marginal cost, so as
biomass and lignite. This latter which keeps, due to very low fuel cost, a low total marginal
cost despite relatively high CO2 prices. Renewable technologies which have almost zero
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(hydro, wind, solar) are used at the maximum of their capacity. But their supply fluctu-
ates due to their intermittent availibility.
The supply of coal and gas power plants, which have a higher marginal cost, is adjusted
to demand. The relatively high CO2 price, make gas CCGT more competitive than coal.
Coal is used to only serve peak demand. Very high peak demand is met by gas OCGT
plants, which produce only a few hours a year.

Figure 6: LOAD duration 2020

The aggregated EU load duration curve for the year 2050, given by Fig. 7, reflects a
dramatic change in the EU electric system.
First, the share of fossil fuel-fired capacity has dropped. The mix is almost decarbonized
(even if EU primary energy consumptions is not). Wind generation mainly coming off-
shore turbines dominates, but solar and nuclear also play a significant part. Coal is almost
absent of the mix, and gas (CCGT and OGT) is used only a few hours a year.
The very high shares of intermittent capacities (wind and solar) create huge fluctuations
on the supply side, that are compensated mainly by gas CCGT generation.
However, the fluctuation of production from renewable capacities is so important that
excess of supply occasionally appears. This corresponds to zero electricity prices. These
excesses of supply which cannot be fully offset by adjustment of nuclear and biomass ca-
pacities.

4.6 Capacities installed

The EU total yearly electricity production by technology from 2015 and 2050, presented
on Fig. 8, gives more insights about the evolution on the energy mix. Renewable expands
over the period, coal disappears after 2035, and the share of gas is almost neglectable after
2040. The wind onshore generation that was the main contributor to the expansion of re-
newable production until 2025 is progressively replaced by offshore generation, which has
higher availability and whose costs have substantially decreased. Similar reasons combined
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Figure 7: LOAD duration 2050

with another correlation with demand explain the expansion of solar generation between
2030 and 2035. But the progression of solar stops after 2035 and we see that on the long
run the intermittent renewable technology privileged is wind offshore.

Figure 8: Electricity production in EU

The huge shares of intermittent wind generation that are shown on figures 7 and 8 can
endanger the security of supply. The reserve are necessary to meet peak demand (see equa-
tion 22). Figure 9 shows that even if they are absent from the production mix, important
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2015 2020 2025 2030 2035 2040 2045 2050

Hydro 100 100 100 100 100 100 100 100
Nuclear 100 100 100 100 100 100 99.9 99.0
Coal 57.4 25.0 72 30.5 8.4 1.5 1.5 2.3
Lignite 100 100 100 100 98.2 88.7 61.2 46.9
Biomass 100 100 100 100 99.8 97.4 86.9 76.9
CCGT 100 99.1 56.7 95.6 72.3 40.7 22.2 19.3
OCGT 6.8 1.5 0.3 3.3 1.5 1.5 1.5 1.5

Table 1: Percentage of hours where production is at full capacity

gas-fired capacity remain quite important. Even, if they do not significantly contribute to
production, but OCGT are installed. Since 2035, OCGT is the third technology in terms
of installed capacity in GW, but it contribution to production is negligible. The role of
OCGT is just to contribute to meet peak demand a few hours a year, and therefore their
are used at full capacity only a very small fraction of the year, as Table4.6 shows. This
table shows similar pattern for coal plants, and to a lesser extend for CCGT.

Figure 9: Installed capacities in EU

5 Conclusion

This paper showed how the top-dow bottom-up decomposition algorithm proposed by
Bohringer and Rutherford (2006) in a static CGE setting can be extended to MERGE,
which is a multi-regional dynamic forward-looking applied general equilibrium model. This
extension required to types of adjustments of the algorithm. First, in order to represent
the putty-clay technologies of the MERGE top-down submodel, the formulation of the con-
sumer surplus function in the bottom-up model of the decomposition had to be adjusted.
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In addition, in line with the NLP formulation of MERGE, the inter-regional trade flows
were captured my means of joint optimization in both the bottom-up and the top-down
submodel and the Negishi weight were sequentially adjusted at each convergence of the
decomposition algorithm.

To illustrate possible applications, the algorithm was used for improving the represen-
tation of the electricity supply in MERGE that was based on average yearly demand and
on a linear supply system, thus requiring a collection of ad hoc constraints limiting the
progress of some technologies. This representation was replaced, for the EU region, by a
stylized power capacity expansion model. This latter includes various load segments and
explicit assumptions about key parameters such as capacity reserves requirements.
The results provided a projection of the capacities for the EU for the period 2015-2050,
with a description of how traditional thermal capacity have to be developed based on their
contribution to back-up the expanding intermittent renewable capacities.

Beyond the example given in the paper, the decomposition algorithm can be used
for several other applications, as it make larger general top-down bottom-up equilibrium
problems manageable with limited computational resources. Extensions of the bottom-up
model model can be envisaged in order to represented some energy commodity markets
with more detail about resource, supply technologies and trade flows. In addition, the size
of the top-down models can be extended, for instance by increasing the number of sectors
and goods in a dynamic forward-looking model by or by introducing a forward-looking com-
ponent in a recursive dynamic model. Several other applications can be found in particular
in topics that recently emerged in the applied general equilibrium model literature, such
as household heterogeneity, intergenerational issues (with overlapping generation models),
and uncertainty analysis (with stochastic programming).
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A The integrated formulation of MERGE

Max
∑
r

nwt?r

{∑
t

βr,tLr,t log(
Cr,t

Lr,t
)

}
(23)

Yr,t = Cr,t + Ir,t +NXr,fg,t + ECr,t (Py,r,t) (24)

∆Yr,t = Fr,t(∆Kr,t,∆Lr,t,∆Er,t,∆Nr,t) (25)

Yr,t+1 = Yr,t(1− δy) + ∆Yr,t (26)

Kr,t+1 = Kr,t(1− δy) + ∆Kr,t+1 (27)

Er,t+1 = Er,t(1− δy) + ∆Er,t+1 (28)

Nr,t+1 = Nr,t(1− δy) + ∆Nr,t+1 (29)

∆Kr,t+1 =
1

2
(Ir,t+1 + Ir,t(1− δ)) (30)∑

j

GEr,j,t ≥ Er,t (PE,r,t) j ∈ E (31)

∑
j

GNr,j,t ≥ Nr,t (PN,r,t) j ∈ N (32)

GEr,j,t ≤ κr,j,tKEr,j,t j ∈ E (33)

KEr,j,t+1 ≤ IEr,j,t +KEr,j,t(1− δj) j ∈ E (34)

PRr,j,t ≥
∑
k

ηr,k,j,tGEr,k,t +GNr,j,t +NXr,j,t j ∈ P (35)

¯EM r,t −∆Br,t +NXr,co2,t ≥
∑
j∈E

φj,tGEj,r,t +
∑
j∈N

φj,tGNj,r,t (36)

∆Br,t+1 = Br,t+1 −Br,t (37)

H(E, IE,KE,GE,N,GN,PR) ≤ A (38)

ECr,t ≥
∑
j∈E

(csr,j,op,tGEr,j,t + csr,j,ka,tIEr,j,t)

+
∑
j∈N

csr,op,tGNr,j,t +
∑
j∈T R

csj,tr,tEXPr,j,t (39)

∑
r∈R

NXr,j,t = 0 (Pnx,j,t) j ∈ T R (40)

EXPr,j,t ≥ NXr,j,t = 0 j ∈ T R (41)

where nwt?r are set so as to imply at optimum∑
j∈T R

Pnx,j,tNXr,j,t = 0 r ∈ R

The integrated NLP formulation of MERGE used for the SJO is presented below. The
objective function, (Equation 23) is a sum of regional inter-temporal utility functions
weighted by the Negishi weighs αr,t. Equation (24) ensures that the output of the final
sector Y is sufficient to meet demand for consumption, investment (I), net exports (NX)
and energy costs(EC). The production function with putty clay technology is represented
by Equations (25) to (29). Production from the new vintages (∆Yt) requires a combination
of new capital (∆Kt), new labour (∆L), new electric and non electric energy (∆Er,t and
∆Nr,t). Total output (input) is the sum of previous period (output) decayed at rate (δy)
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and new vintage output (input). The capital included in a new vintages is provided by
investments (Equation 30).
The productions from the various electric and non-electric technologies (GE and GN)
sum up to total supply electric and non electric energy supplies (Equations 32 and ??).
The production with a given electric technology cannot exceed the total installed capacity
(KE) multiplied by κ that is its exogenous maximum number of operation hour during
the year (Equation 33). The installed capacity of a technologies decays at rate δj but can
be expanded by new investments IE (Equation 34). For each energy product, primary
supply (PR) must meet the demand for power (computed using heat rate η), direct use
and net energy export (Equation 35). In Equation (36) we see that exogenous cap (EM)
represent regional emissions allowances (quotas) that must cover the emissions (computed
using emissions factor φ) from power generation and direct energy use. The permits can
be banked or traded internationally. The dynamics of the stock of banked permits (B)
is given by Equation (37). The system of regional energy portfolio constraints are repre-
sented in a generic way by Equation 37.
The total regional cost of producing energy is given by equation (39) that accounts for
operation and exploitation cost, capital costs, and transportation costs for the exported
commodities.
The equilibrium between supply and demand in international commodity market is enforce
by (Equation 40) while (Equation 41) merely ensures that there is no indeterminacy in
imports and export flows for given level of net exports.

B Static reformulation of cost-minimization problem when
technologies are putty-clay

This appendix shows how the producer’s inter-temporal cost minimization problem over
T time periods can be reformulated as T independent static problems. A similar demon-
stration is already given in appendix of (Durand-Lasserve et al., 2012).

The final goods producer inter-temporal cost minimization problem is:

min
E,N,K

∑
t

(PE,r,tEr,t + PN,r,tNr,t +RKr,tKr,t)

Fr,t(∆Kr,t,∆Lr,t,∆Nr,t,∆Nr,t) = ∆Yr,t

Yr,t = Y r,t (Py,r,t)

Yr,t+1 = Yr,t(1− δy) + ∆Yr,t

Kr,t+1 = Kr,t(1− δy) + ∆Kr,t

Er,t+1 = Er,t(1− δy) + ∆Er,t

Nr,t+1 = Nr,t(1− δy) + ∆Nr,t

(42)

We can express the total output (inputs) as the sum of the output (inputs) of the present,
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past period vintages:

Er,t =
∑
t>t′≥0

∆Er,t−t′(1− δy)t
′
+ E0(1− δy)t

Nr,t =
∑
t>t′≥0

∆Nr,t−t′(1− δy)t
′
+N0(1− δy)t

Kr,t =
∑
t>t′≥0

∆Kr,t−t′(1− δy)t
′
+K0(1− δy)t

Y r,t =
∑
t>t′≥0

∆Y r,t−t′(1− δy)t
′
+ Y 0(1− δy)t

(43)

Replacing the inputs and output by these expressions, and dropping the initial condi-
tion from the objective function, the cost-minimization problem of the producer can be
rewritten as :

min
E,N,K

∑
t

∑
t>t′≥0

[
(1− δy)t

′
(PE,r,t∆Er,t−t′ + PN,r,t∆Nr,t−t′ +RKr,t∆Kr,t−t′)

]
Fr,t(∆Kr,t,∆Lr,t,∆Nr,t,∆Nr,t) = ∆Yr,t

(44)

If rearranging the terms in the sums, the problem can be formulated as:

min
E,N,K

∑
t

(P ′E,r,t∆Er,t + P ′N,r,t∆Nr,t−t′ +RK ′r,t∆Kr,t)

Fr,t(∆Kr,t,∆Lr,t,∆Nr,t,∆Nr,t) = ∆Y r,t

(45)

The prices denoted by P ′ are indexes of current and future prices derived using formula:

P ′r,t =
∑

t≤t′≤T−1

(1− δy)t
′−tPr,t′ +

Pr,TPr,T−1

Pr,T−1 − (1− δy)Pr,T
(46)

These indexes take into account not only the current price, but also the sum of discounted
prices weighted by the decay of the vintage at the corresponding period (first right-hand
terms). The sum of future prices in post-terminal periods is approximated. This proxy
(the second right-hand term) is made assuming that prices growth rate between T −1 and
T is infinitely repeated after T .

Solving Problem 45 is equivalent to solving the following T independent problems:

min
Et,Nt,Kt

(P ′E,r,t∆Er,t + P ′N,r,t∆Nr,t +RK ′r,t∆Kr,t)

Fr,t(∆Kr,t,∆Lr,t,∆Nr,t,∆Nr,t) = ∆Y r,t

(47)

C Equation of the top down and bottom-up models

Here we consider the k + 1 iteration of the algorithm. The price and quantities that are
set are note with a bar and a mention of the origin (the TD or the BU model).

21



C.1 Top-down model

Max
∑
r

nwt?r

{∑
t

βr,tLr,t log(
Cr,t

Lr,t
)

}
(48)

Yr,t = Cr,t + Ir,t +NXr,fg,t + EC
bu(k)
r,t (49)

∆Yr,t = Fr,t(∆Kr,t,∆Lr,t,∆Er,t,∆Nr,t) (50)

Yr,t+1 = Yr,t(1− δy) + ∆Yr,t (51)

Kr,t+1 = Kr,t(1− δy) + ∆Kr,t (52)

∆Er,t = ∆E
bu(k)
r,t (53)

∆Nr,t = ∆N
bu(k)
r,t (54)

∆Kr,t+1 =
1

2
(Ir,t+1 + Ir,t(1− δy)) (55)∑

r∈R
NXr,fg,t = 0 (56)

EXPr,fg,t ≥ NXr,fg,t = 0 (57)

with nwt?r set so as to imply at optimum∑
j∈T R\fg

P
bu(k)
nx,j,tNX

bu(k)
r,j,t +NXr,fg,tPnx,j,t = 0

C.2 Bottom-up model

Max
∑
r,t

{
P

td(k+1)
E,r,t Er,t + P

td(k+1)
N,r,t Nr,t − P

td(k+1)
fg,r,t ECr,t +

P ′
td(k+1)
E,r,t ∆Er,t

2σEN∆E
td(k+1)
r,t

(2∆E
td(k+1)
r,t −∆Er,t)

P ′
td(k+1)
N,r,t ∆Nr,t

2σEN∆N
td(k+1)
r,t

(2∆N
td(k+1)
r,t −∆Nr,t) +

RK ′
td(k+1)
r,t ∆Kr,t

2σKL∆K
td(k+1)
r,t

(2∆K
td(k+1)
r,t −∆Kr,t)

}
(58)

ECr,t + Ir,t ≤ Y
td(k+1)
r,t − Ctd(k+1)

r,t −NXtd(k+1)
r,t (59)∑

r∈R
NXr,j,t = 0 j ∈ T R \ fg (60)

Equations (28) to (39) (61)

C.3 The convergence criteria

∑
i

√√√√√∑
t

Xk
i,t −Xi,t

BU(k−1)

Xi,t
BU(k−1)

2

+
∑
j

√√√√√∑
t

Y k
j,t − Yj,t

TD(k−1)

Yj,t
TD(k−1)

2

≤ ξ (62)

where k refers to the number of iterations, Xi,t ∈ {∆Et,∆Nt,∆Kt} and Yj,t ∈ {P ′E,t, P ′N,t, RK ′t}.

D Benchmark GDP growth and AEEI assumptions
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2010-2020 2020-2030 2030-2040 2040-2050

North America 2.6 2.2 2.2 2.1
European Union 2.0 1.8 1.7 1.6
OECD Asia Pacific 2.1 1.4 1.5 1.5
Russia 4.1 3.2 2.7 2.2
India 7.5 5.8 5.1 4.4
China 7.9 4.3 3.6 2.9
Middle East 4.3 3.8 3,6 3.5
Other Asia 5.0 3.2 3.7 4.2
Latin America 3.8 2.8 3.2 3.6
Africa 4.6 3.0 3.1 3.2
Rest of the world 3.6 2.7 2.7 2.6
World 4.1 3.1 3.0 2.9

Note: Average annual growth rate, in international 2010
USD, based on IEA (2011)

Table 2: Benchmark regional GDP growth rates in MERGE

Electricity Other energies
2010-2020 2020-2035 2010-2020 2020-2035

Advanced economies 0.5 0.8 1.3 1.2
European Union 0.2 0.7 0.8 1.1
OECD North America 0.7 1.0 1.8 1.4
OECD Asia Pacific 0.3 0.8 1.3 1.0

Other economies 0.9 1.3 2.8 1.6
China 1.4 1.9 4.1 2.3
India 1.6 1.1 4.0 1.7
Other Asia 0.6 -0.6 2.0 0.8
Russia 1.6 1.9 2.5 1.5
Middle East 0.2 0.7 0.7 1.1
Latin America 0.8 0.8 1.1 1.0
Africa 1.3 0.4 2.4 1.2

Rest of the world 0.8 1.2 1.3 0.7
World 8.8 7.9 2.0 1.4

Note: Average annual growth rate

Table 3: Autonomous energy efficiency improvement assumptions
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